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Preface

Over the last few decades a rapid progress has been made in many areas of computational geomechanics and a broad spectrum of software is now readily available to the engineer. However, engineers are facing new challenges as demand for sustainable alternative means of energy production and solutions to environmental problems are being sought all over the world. Only computational methods can provide viable solutions of complex geotechnical and geo-environmental problems being faced by engineers of today. Need for co-operation and dialogue amongst all concerned at the highest technical level has never been greater than now.

The International Centre for Computational Engineering (IC^2E) - a not for profit educational charity - is a unique independent organisation that is well placed to play an important role in promoting exchange of views, developing state-of-the art reports and giving unbiased advice to stake holders, private sector, governmental and non-governmental organisations.

Following the first three Symposia on “Computational Geomechanics” (ComGeo) held in Nice (France), Dubrovnik (Croatia) and Krakow (Poland), ComGeo IV is being organised in Assisi, Itlay. ComGeo series of Symposia is a sequel to “Numerical Models in Geomechanics” NUMOG series which was launched in 1982 and included 10 international meetings that were organized over a period of 25 years. Each meeting had a limited number of participants and the focus was on preserving a high technical standard as well as an informal style. ComGeo series aims to maintain the same format, however, the scope of this series is much broader and will include new emerging research areas as and when needed.

This Book of Extended Abstracts of papers to be presented at ComGeo IV contains over 70 papers, which are organized in five major sections:

1. Constitutive relations for geomaterials
2. Modelling of instabilities and localized deformation
3. Modelling of thermo-hydro-mechanical coupling and other transient problems
4. Stochastic/probabilistic approaches
5. Application of numerical techniques to practical problems

All abstracts included here will be archived in a downloadable form in the e-Library of IC^2E (http://www.ic2e.org), for wider dissemination.

We are grateful to the members of the Scientific Committee, for their co-operation and helpful suggestions.

S. Pietruszczak
G. N. Pande
C. Tamagnini

April 2018
1. Constitutive relations for geomaterials
1. Introduction

It is well known that in continuum modelling of blocky structures, non-local constitutive models may be required to appreciate the size effects. In a simple two-dimensional approach, the granules or the blocks may be assumed to have polygonal or circular shape endowed with mass and gyroscopic inertia, connected with each other through homogeneous linear interfaces. Under this hypothesis, the deformability of the composite material is localized at the interfaces and a Lagrangian model can be assumed to simulate the structural behavior of the blocky structure.

The rotational degrees of freedom of the blocks suggests to consider the Cosserat model as equivalent continuum and accordingly homogenization techniques in the static field have been proposed for blocky rocks by Mühlhaus [1]. Dispersive propagation of harmonic waves in discrete blocky systems have been analysed by Sulem and Mühlhaus [2], who complemented their results with the identification of a Cosserat continuum in order to approximate the dispersive functions of the discrete model. A similar analysis was carried out for granular materials by Suiker and de Borst [3], where a second order micropolar continuum was also considered. On the other hand, it is worth noting that Merkel et al. have highlighted some limitations of the Cosserat model in simulating the optical band structure of hexagonally packed granular materials in the neighborhood of long waves [4]. In particular, these Authors criticized the inability of the Cosserat model to simulate the downward concavity of the optical branch in the Brillouin domain obtained in the Lagrangian model for long rotational wavelengths. It has been shown by the Authors [5] that this drawback may be overcome by assuming a continuum description of the discrete system based on a micropolar approach relying on a continualization of the dynamic governing equations in terms of translations and rotations that simulate with a good agreement both the acoustic and the optical branches in the frequency spectrum. Nevertheless, the resulting micropolar continuum model suffers some inconsistencies in the positive definiteness of the elastic potential density that affect the static elastic behavior and requires enhancements in the homogenization procedure. Here a simplified model of one dimensional blocky systems composed of rigid blocks connected by elastic joints is considered in order to explore a new homogenization technique capable of solving the problems that have emerged.
$k_i$, respectively. The displacement of the $i$-th block consists of a transverse deflection $v_i = \psi_i \ell$ and a rotation $\phi_i$. Each block has mass $m$ and gyratory inertia $I$. The equation of motion of the discrete model is

$$
\begin{aligned}
&\left(\psi_{i+1} - 2\psi_i + \psi_{i-1}\right) - \frac{1}{2}(\phi_{i+1} - \phi_{i-1}) + f_i = I_y \ddot{\psi}_i \\
\frac{1}{2}(\psi_{i+1} - \psi_{i-1}) - \frac{1}{6} \alpha \left[ \phi_{i+1} + (4 + \delta)\phi_i + \phi_{i-1} \right] + \ddot{c}_i = I_y \ddot{\phi}_i,
\end{aligned}
$$

(1)

with $\alpha = \frac{1}{2} \left[ 3 - \frac{k_v}{k_i} \left( \frac{b}{\ell} \right)^2 \right]$ and $\delta = \frac{6(1-\alpha)}{\alpha}$.

### 3. Micromorphic continuum model

To obtain a homogeneous equivalent model representing the Lagrangian system introduced in the previous Section, two macroscopic fields $\Psi(x,t)$ and $\Phi(x,t)$ are considered to represent the transversal deflection and rotation, respectively, of the blocks. By introducing the shift operator $E_\ell = \sum_{k=0}^{\infty} \ell^k \delta^k = \exp(\ell D)$, with $D^k = \frac{\partial^k}{\partial x^k}$, to express $\psi_{i\pm 1}(t) = \exp[\pm iD] 1_{y i} \psi_i$, $\phi_{i\pm 1}(t) = \exp[\pm iD] \phi_i$, (see [6]) and the up-scaling law $\frac{\partial \Psi}{\partial \ell} := \frac{\psi_{i+1} - \psi_{i-1}}{2\ell}$ and $\frac{\partial \Phi}{\partial \ell} := \frac{\phi_{i+1} - \phi_{i-1}}{2\ell}$, the equation of motion of the equivalent 1D continuum may be obtained within a given accuracy in terms of the block length $\ell$. The simplest continuum model is obtained by truncating the equation of motion at order $\ell^3$ and takes the form

$$
\begin{aligned}
&\ell^2 \frac{\partial^3 \Psi}{\partial x^3} - \ell \frac{\partial \Phi}{\partial x} + f_\ell \ell = I_y \left[ \ddot{\Psi} - \ell^2 \frac{\partial^2 \ddot{\Psi}}{\partial x^2} \right] \\
&\ell \frac{\partial \Psi}{\partial x} - \Phi = \frac{1}{6} \alpha \delta \ell^2 \frac{\partial^2 \phi}{\partial x^2} + \ddot{c} \ell = I_y \left[ \ddot{\Phi} - \ell^2 \frac{\partial^2 \ddot{\Phi}}{\partial x^2} \right].
\end{aligned}
$$

(2)

This model is characterized by overall constitutive parameters and inertial terms associated to a positive defined elastic potential density and kinetic energy density and is able to provide good approximations of the dispersive functions of the Lagrangian model.

### 5. References

1. Introduction

A reformulation of the dilatancy expression used in the two surface, bounding surface model for sands by Dafalias & Manzari [1] within critical state theory, is presented in this work; the aim is to account for the effect of continuously rotating stress principal axes (PA). The reformulation is generic and can be used in conjunction with other similar constitutive models without introducing an additional plastic strain mechanism or double expression for the dilatancy, as is usually proposed in the literature.

2. Reformulation of dilatancy to account for stress PA rotation

In the multiaxial formulation presented in [1] the dilatancy is given by

$$D = A_d \left( \alpha_d - \alpha \right) \cdot n$$

(1)

where $A_d$ is a positive constant; $\alpha$ the deviatoric back-stress ratio tensor; $n$ the unit-norm deviatoric component of the normal to the yield surface; $\alpha_d = \sqrt{2/3} \left[ g(\theta, c) M_c \exp(n^d \psi - m) \right] n = \alpha_d n$ is the deviatoric dilatancy back-stress ratio tensor that lies on the dilatancy surface and is function of the state parameter $\psi$; $M_c$ the critical state stress ratio in triaxial compression; $g(\theta) = \text{a Lode angle} \ \theta$ interpolation function as in [1]; $m$ the half size of the small yield surface while the definition of the scalar-valued $\alpha_d$ is self-evident. In this work the expression 1 is reformulated as:

$$D = A_d \left( B(k, N_\alpha) \alpha_d - C(g(\theta), N_\alpha) \alpha \right) \cdot n =$$

$$= A_d \left( B(k, N_\alpha) \alpha_d - C(g(\theta), N_\alpha) \alpha N_\alpha \right)$$

(2)

where $\alpha = \alpha n_\alpha$ with $\alpha$ the norm and $n_\alpha$ the unit norm direction of $\alpha$, and $N_\alpha = n_\alpha : n$ a measure of non-coaxiality (non-proportionality) of $\alpha$ and $n$ tensors.

The $B(k, N_\alpha)$ densification function is introduced in Eq. (2) to account for the decreasing rate of the contractive volumetric strain per cycle of applied stress PA rotation and is given by

$$B(k, N_\alpha) = \exp[-k(1 - |N_\alpha|)]$$

(3)

where $k$ is a scalar-valued term, which evolves from 0 towards its saturation value $k_s$. When many cycles of stress PA rotation are applied the $B$ functions decreases the $B\alpha_d$ term in Eq. (2) and thus $D$ is progressively decreasing until $B\alpha_d = C\alpha N_\alpha$ and $D=0$.

The contraction function $C(g(\theta), N_\alpha)$ ensures contractive response during stress PA rotation irrespective of the initial density and stress state of the soil as observed in experimental studies [2, 3] and is given by

$$C(g(\theta), N_\alpha) = \left[ g(\theta) - [g(\theta) - 1] |N_\alpha|^{50} \right]^{h_N}$$

(4)
where \( h_N \) is a positive material constant. Its effect is stronger when \( \theta \) or equivalently the intermediate stress parameter \( b \) is larger (TC: \( \theta = 0^\circ, b = 0 \); TE: \( \theta = 60^\circ, b = 1 \)) that is consistent with experimental observations. Both functions are active when stress PA are rotated since \( |N_\alpha| < 1 \), and inactive for radial paths when \( |N_\alpha| = 1 \).

3. Simulations

Fig. 1.a shows the experimental data and Fig. 1.b the simulations of the accumulation of the volumetric strain within 27 cycles of stress PA rotation, for three cases with \( b = 0.1, b = 0.5 \) and \( b = 1 \). The simulations with the modified dilatancy (solid lines in Fig. 1.b) are very accurate for the cases of \( b = 0.1 \) and \( b = 1 \) and acceptable for the \( b = 0.5 \) case, apart from the observed dilation/contraction oscillations. For comparison the inaccurate simulations of the original dilatancy definition of Eq. 1 are shown by dashed lines in Fig. 1.b.
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Figure 1. Volumetric strain evolution accumulation in drained stress PA rotation. Toyoura sand, \( p = 100 \) kPa, \( D_r = 70\% \ (e = 0.737), \eta = 0.866 \). (a) Experimental data after Tong et al. [2]; (b) Simulations with the model in Dafalias & Manzari [1] (dashed lines) and with the modified dilatancy of Eq. (2) (solid lines)
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ON SPECIFICATION OF CONDITIONS AT FAILURE IN INTERBEDDED SEDIMENTARY ROCK MASS

P. Przecherski and S. Pietruszczak

1 Cracow University of Technology, Cracow, Poland
2 McMaster University, Hamilton, Ont., Canada

1. Introduction

This presentation describes a methodology for assessing the conditions at failure in interbedded sedimentary rocks. The structure of the material examined in this work is typical of the Carpathian Flysch Belt and has an arrangement of alternating marine deposits of claystones and sandstones with varying thickness. The approach involves a numerical investigation at the mesoscale that allows the assessment of strength properties for different orientations of stratification. A comprehensive set of data generated through this investigation is then employed to identify material functions in a continuum framework that accounts for the effects of inherent anisotropy at the macroscale. The conditions at failure in both compression and tension regimes are addressed and the performance of the macroscopic criterion is verified for different stress trajectories.

2. Assessment of conditions at failure; meso- and macroscale approach

Laboratory testing of interbedded rock mass poses significant problems. Those include difficulties associated with testing of inclined samples as well as restrictions on the sample size, i.e. the largest dimension is typically much smaller than that associated with REV. In view of this, the approach advocated here involves a simple computational assessment of strength based on properties of constituents and their respective volume fractions. Given this set of ‘virtual data’, a macroscopic criterion can be formulated accounting for the effects of anisotropy, and the associated material functions can be identified.

Assume that the conditions at failure for both constituent materials can be approximated using the classical Mohr-Coulomb criterion with Rankine’s cut-off in the tensile regime. Thus,

\[ F = \max (F_1, F_2) = 0; \quad F_1 = \sqrt{3\bar{\sigma} - \eta_j g(\theta)}(\sigma_m + C); \quad F_2 = \max (\sigma_m n_i - f_i(\eta_i)) \]

In the expressions above, \( \bar{\sigma} = (\sigma_m^2 + \sigma_s^2 + 2\sigma_m\sigma_s) / 2 \), \( \sigma_m = -\sigma_s / 3 \), \( \theta \) is the Lode’s angle and \( C = c\cot \phi \). For the tension cut-off criterion, \( n_i \) defines the unit normal to the plane, while \( f_i \) is the corresponding tensile strength. Note that, for an isotropic material, \( f_i = \text{const.} \)

The assessment of strength at the macroscale is based now on standard FE analysis. The simulations employ an elastic – perfectly plastic idealization and involve a series of triaxial tests performed at different orientations of the sedimentary layers relative to the direction of loading. Typical results are given in Fig.1, which shows the evolution of axial compressive strength \( R_c \) with the inclination angle (\( \beta \)) for different confining pressures and volume fractions \( \mu_i \) of sandstone.

![Fig.1](image-url)
The macroscopic failure criterion is obtained by preserving the functional form consistent with representation (1) and postulating that the strength depends on orientation of the sample relative to the direction of loading. Following the methodology outlined in ref. [1], the anisotropy parameter is defined as
\[ \eta_f = \tilde{F}_f \left( 1 + A_{ij} l_i l_j + a_1 (A_{ij} l_i l_j)^2 + a_2 (A_{ij} l_i l_j)^3 + \cdots \right); \quad C = \text{const.} \] (2)

Here, \( l_i \) represents a unit vector, referred to as a ‘loading direction’, whose components are the normalized magnitudes of tractions on planes normal to the principal material axes. The latter are defined by the eigenvectors of the operator \( A_{ij} \), which is a traceless second-order tensor. The dependence of the strength properties on the volume fraction of constituents is accounted for by postulating that \( \tilde{F}_f, A_{ij}, a_1, a_2 \ldots \) are functions of \( \mu_1 \).

For failure in tension regime, Rankine’s failure criterion, \( F_z = 0 \), can be generalized to
\[ F_z = \max_{n_j} \left( \sigma_{ij} n_i n_j - f_i(n_i) \right) = 0; \quad f_i = \hat{f}_i \left( 1 + \Omega_{ij} n_i n_j + b_1 (\Omega_{ij} n_i n_j)^2 + b_2 (\Omega_{ij} n_i n_j)^3 + \cdots \right) \] (3)

Here, \( \Omega_{ij} \) is again a symmetric traceless tensor which describes the bias in the spatial distribution of tensile strength while \( \hat{f}_i, b_1, b_2 \ldots \) are the coefficients of approximation.

The identification process, in the compression regime, is based on the results of the numerical simulations of a series of axial compression tests described earlier. For a given volume fraction \( \mu_1 \), the parameter \( C \) has been estimated using the orientation average for all tests. Given this value, the material function \( \eta_f = \eta_f(l_i) \) has been identified. In this case, for each specific orientation of the sample and the given confining pressure, the value of \( \eta_f \) satisfying \( F_z = 0 \) was determined, together with the corresponding loading direction. The results generated a set of data in the affined plane \( \eta_f - l_z \), which was then approximated using the best-fit (i.e. least-square) procedure. For assessment of strength in the tensile regime, a conceptually similar procedure was employed in which the approximation coefficients were determined from the results of simulations of axial tension tests performed at different values of inclination angle \( \beta \).

The last part of this work is focused on the extension of this framework to account for variation in the volume fraction of constituent materials. A general identification scheme is discussed first, followed by a simplified approach that makes use of the results of uniaxial compression (i.e. at zero confinement). In the latter case, the relation between the strength parameter \( \eta_f \) and the volume fraction of sandstone \( \mu_1 \) is established first for different orientations \( \beta \), cf. Fig.2. The results allow for an explicit identification of the approximation coefficients defining the relation \( \eta_f = \eta_f(l_i, \mu_1) \). Finally, the performance of the proposed criterion is verified for a number of different stress trajectories and the results are compared with ‘virtual data’, e.g. Fig.3.

3. References
Many geotechnical problems may be analyzed assuming undrained conditions. That is, under the assumption that the dissipation of the excess pore pressures generated in response to loading is negligible during the time period of interest, e.g. the period of construction or the period from load application to possible failure. For such problems, it is common practice to model the material behaviour with reference to total, rather than effective, stresses. The simplest possible elastoplasticity model within the total stress framework is the linear elastic-perfectly plastic Tresca model which involves two parameters: the undrained Young’s modulus (or the shear modulus) and the undrained shear strength, both of which may be specified to vary with depth. While crude, this model does – with careful selection of the two parameters – offer a reasonable estimate of both the deformation characteristics under working conditions and the strength characteristics at the ultimate limit state.

Somewhat surprisingly, while there have been tremendous advances in the development of constitutive models for clays based on the more rigorous and arguably theoretically more satisfactory effective stress approach, total stress models have evolved little beyond the aforementioned linear elastic-perfectly plastic Tresca model. Considering that a number of salient features are not captured by this model, there appears to be scope for an extension of these types of linear elastic-perfectly plastic models, analogous in many ways to the extension of such models in the more general effective stress setting. This work is concerned with one such extension. Following the conventional constitutive modeling paradigm, the model, denoted AUS (Anisotropic Undrained Shear strength model), is based on elastoplasticity. Rather than the standard Tresca strength criterion, the so-called Generalized Tresca criterion is used. This strength criterion involves two parameters, namely the undrained shear strengths in triaxial compression and extension, and may be shown to be consistent with the effective stress Mohr-Coulomb model under undrained conditions [1]. This Generalized Tresca yield function (see Figure 1) is given by

\[
F = \sigma_1 - \sigma_3 - \left(\frac{s_{uc}}{s_{ue}} - 1\right) (\sigma_2 - \sigma_3) - 2s_{ue} = 0
\]

where \(\sigma_1 \geq \sigma_2 \geq \sigma_3\) are the principal stresses (positive in compression) and \(s_{uc}\) and \(s_{ue}\) are the undrained shear strengths in triaxial compression and extension respectively.

The Generalized Tresca model pertains to isotropic materials, i.e. materials that have the same properties in all directions. The unequal strengths in compression and extension implied by the model is essentially a Lode angle effect and is not due to physical anisotropy, i.e. different properties in different directions. The AUS model extends the Generalized Tresca model to anisotropic materials, in particular to the case of cross anisotropy, stemming for example from a preferential direction of deposition. However, the two effects – Lode angle dependence and anisotropy – are clearly delineated and treated separately. Secondly, in contrast to the linear elastic Tresca models (standard as well as Generalized), the AUS model incorporates plasticity prior to failure. This is achieved by means of a hardening Generalized Tresca yield surface involving two parameters that can be related to the axial strain at half the failure stress in triaxial compression and extension. These parameters can, together with the undrained shear strengths, be inferred directly from experiments.
As an example of the response of the model, consider the scenario where a sample has been taken out of the ground, trimmed appropriately and then subjected to a state of biaxial compression at an angle \( \alpha \) relative to the normal to the plane of anisotropy. In other words, for \( \alpha = 0^\circ \) the sample is loaded normal to the plane of anisotropy and the strength is \( s_{uc,0} = s_{uc} \) while for \( \alpha = 90^\circ \) the sample is loaded parallel to the plane of anisotropy and the measured strength is \( s_{uc,90} = s_{ue} \). The results, which have been computed numerically, are shown in Figure 2. The strength dependence on the angle of inclination is here, qualitatively, similar to previously reported experimental results.

In the presentation, application to various boundary values problems, including 3D analysis of monopiles subjected to combined loading, will be given.
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1. Laboratory tests

The characteristic behavior of water saturated dense sand is presented and discussed based on results from a large number of different laboratory tests carried out at NGI during the last 50 years. This includes incremental and accumulated response under drained, undrained and partly drained monotonic and cyclic triaxial and DSS tests with different combinations of average and cyclic stress histories. The measured response, e.g. cyclic and accumulated shear strains and accumulated pore pressure versus the number of applied cycles, is at NGI for instance used to develop so-called cyclic contour diagrams [1]. Examples of cross sections of these (3D) diagrams are shown in Figure 1.

![Figure 1. Cyclic undrained contour diagram in the 3D \( (\tau_{cy}/\sigma_{vc}', \tau_{a}/\sigma_{vc}', N\)-space) for a very dense North Sea sand. a) Cross section of the cyclic shear strain \( \gamma_{cy} \), and b) accumulated shear strain \( \gamma_{a} \) for a constant normalized average shear stress \( \tau_{a}/\sigma_{vc}' \). c) Cross section for a given number of undrained cycles, \( N = 100 \).](image1)

Recently, some special undrained cyclic triaxial tests have been carried out at NGI where the effect of different degree of drainage of the accumulated pore pressure was considered. These tests give interesting results regarding the cyclic response at different stress states of a dense sand with almost the same void ratio but different strain histories before reaching the considered states.

In addition to the different tests carried at NGI, the large database of cyclic tests presented by Wichtmann and Triantafyllidis [2], improved models for design of offshore foundations subjected to cyclic loading from waves, wind and currents may be develop. Four different material models are evaluated, one elasto-plastic boundary surface model, one hypoplastic model and two explicit strain accumulation models.

2. Incremental (implicit) constitutive models

In incremental (implicit) models, the behaviour of the sand is defined by the current state (e.g. effective stresses, void ratio and fabric), the incremental stress or strain direction and the stress history together with a set of sand dependent material properties. The effect of cyclic loading (as for instance defined by an equivalent number of cycles [1]) is not directly incorporated in these incremental models. Figure 2 shows an example of the measured stress path in a \( p' - q/2 \) plot and the corresponding shear stress-strain curve for a given cycle in an undrained triaxial tests of a dense...
North Sea sand \((Dr = 80\%)\). These type of results are used to calculate the hardening modulus \(H\) and dilatancy \(D\) within the cycles. Some of these results will be presented at NUMGE 2018 [3].

Some potential improvements of the Sanisand model [4] are proposed including features as stress induced anisotropic (small strain) elastic stress-strain relationship, stress path dependent phase transformation line, cyclic degradation of the hardening function, etc.

3. Explicit strain accumulation models

One alternative to incremental (implicit) models is to use explicit models where the measured responses are described by data in cyclic contour diagrams (Figure 1) as the Partially Drained Accumulation Model (PDCAM) [5] or a set of predefined independent empirical equations as the High-Cycle Accumulation (HCA) model [6]. Advantages, limitations and potential improvements of these models are also presented in the paper.

4. Objective

The main purpose of the paper is to give input and motivations for further developments of more accurate soil models for the complex behaviour of water saturated dense sand subjected to cyclic loading that can be used in design of offshore foundations in dense sand.

5. References

Modelling the mechanical response of unsaturated soils is much more complex and challenging than that of dry or saturated soils. In the past few decades, many researchers have attempted to modify and extend existing models, in a rather ad-hoc manner, by incorporating additional state parameters such as suction ($S$), its variation with degree of saturation ($S_r$) and volumetric strain ($\varepsilon_v$). These developments, however, ignore an important aspect of the behavior of unsaturated soils, viz. microstructure of saturation. This paper describes how the Particle Size Distribution (PSD) or Pore Size Distribution (POSD) and micro-structure of saturation play a crucial role in determining deformation and failure of unsaturated soils. It is shown that mechanical response of two soils having the same initial conditions and $S_r$ but different PSDs can be different. This difference, of course, disappears when soil is either dry or fully saturated.

**Unsaturated soil as a composite material**

From the point of view of mechanics, unsaturated soil is a composite material with soil skeleton, water, air as its constituents. In addition, there are three interfaces, viz. skeleton/water, skeleton/air and water/air. Whilst influence of surface energy at the skeleton/air interface can be neglected, influence of surface tension acting at the water/air interface and contact angle for water/skeleton interface cannot be ignored. Fig. 1 shows schematically how a load (isotropic stress) imposed on an unsaturated soil is shared by its constituents. The surface tension acting on the water menisci adhering to the soil particles induces an isotropic state of stress, i.e. suction ($S$), which can be given by:

$$S = \frac{A_{wa}T}{n(1-S_r)}$$  

where, $A_{wa}$ is area of water-air interface per unit volume of the soil (1/m), $T$ is unit surface tension (kN/m) of water and $n$ is the porosity of the soil. Here, contact angle of water with particles is taken as zero. $A_{wa}$ plays a crucial role in the assessment of suction and it depends on the PSD and microstructure of saturation. Three idealized micro-structures of saturation can be visualised. For soils at high degree of saturation, the water phase is continuous but air phase is discontinuous (Type A). Here, air is in the form of isolated bubbles and this microstructure is likely to occur at degrees of saturation within the range $0.90 < S_r < 1$, and that too only in the wetting phase. For soils at medium degree of saturation ($0.30 < S_r < 0.80$), water and air phases are both continuous (Type B). The range of applicability of this micro-structure is comparatively large and it takes place in wetting as well as drying phase. Finally, for soils at low degree of saturation ($0 < S_r < 0.30$), air phase is continuous, while water phase is discontinuous. This microstructure, known as ‘pendular’, can occur only during ‘drying’ stage. The limits of degree of saturation for the types of microstructure given above are indicative. Moreover, the transition from one microstructure to the other is unlikely to be smooth as hydraulic instabilities arise in change from one type to the other. Like all composite materials, unsaturated soils have initial stresses i.e. initial suction (eq. 1), which in turn depends on previous loading/unloading history as well as POSD, initial value of $S_r$ and microstructure of saturation.
Interpretation of ‘constant suction’ tests
A large number of the so called ‘constant suction tests’ carried out at various degrees of saturation, have been reported in the literature [1]. A constant difference between air pressure ($p_a >$ atmospheric pressure) and pore water pressure ($p_w = 0$) is maintained in the sample. It is believed by many experimentalists that these tests are unique and are neither the so called ‘drained’ or ‘undrained’ tests. The authors of this paper are of the opinion [2] that most constant suction tests are ‘drained’ tests and their results can be interpreted based on established principles of soil mechanics, provided the influence of initial suction ($S_0$) and its evolution is accounted for. Moreover, in normal engineering problems, soil elements are subjected to strains not exceeding 20%. If initial micro-structure of saturation is of Type B, the sample tested at $0.30 < S_r < 0.80$ will not get fully saturated and will not experience any excess pore pressure. This implies that soil element is ‘drained’ and suction acts simply as an additional confining pressure. Moreover, water content within the sample is constant. Invoking phase relation, it can be shown [2] that $S_r$ is simply a function of strain imposed by suction $S$. Some experimentalists claim that they observe water coming out of the samples in constant suction tests. In view of the authors, what they are observing is ‘end effect’ as the sample is not homogenous. Moreover, for water to flow, a hydraulic gradient is required which does/should not exist.

Influence of PSD/POSD on $S_0$
The most important factor influencing $S_0$ and subsequent evolution of suction is $A_{wa}$, which depends on PSD/POSD and microstructure of saturation. SWRC can be computed for different packing of uniform sized grains [3]. Dividing PSD in various small intervals and adopting mean particle size within the interval, SWRC can be computed for any soil and is shown to match experiments. To demonstrate the influence of the gradation curve on $S_0$, we choose two soils (A and B) with the same mechanical properties of soil skeleton, the same initial void ratios but different gradation curves. For soil A, the $D_{10}$, $D_{30}$ and $D_{60}$ are 0.003, 0.020 and 0.100 mm. For soil B, they are 0.006, 0.059 and 0.140 mm respectively. Computed SWRCs for the two soils are shown in Fig. 2 where wide difference in the values of $S_0$ is seen for $0.30 < S_r < 0.80$.

Fig. 1 Schematic of unsaturated soil (unit volume)
Fig. 2 Computed SWRC of the two soils
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INFLUENCE OF GRADING ON SHEAR STIFFNESS – THE SIGNIFICANCE OF ACCURATE DESCRIPTION OF PARTICLE SIZE DISTRIBUTIONS
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1. Introduction

Various relationships between grading parameters and shear stiffness have been proposed. For example, Wichtmann & Triantafyllidis [1] to relate the coefficient of uniformity ($C_u = d_{60}/d_{10}$), to the shear stiffness. Menq [2] also used the mean particle diameter ($d_{50}$) in addition to $C_u$ to estimate the shear stiffness. Considering that parameters such as $C_u$ and $d_{50}$ only refer to specific fractions of the PSD, Sun et al [3] proposed a new ($C_g$) parameter that considers the entire shape of the PSD. They then used $C_g$ to estimate shear stiffness values and argued that this parameter was better than other existing ones to predict shear stiffness values.

Although, the work by Sun et al [3] considers the entire PSD for the calculation of $C_g$, it shares a deficiency with the existing ones; they cannot easily consider variations in PSD with time. This is important because in geotechnical applications there are phenomena such as internal erosion, dissolution, degradation and crushing that produce changes in PSD and therefore changes in shear stiffness. Furthermore, $C_u$, $d_{50}$ and $C_g$ relate only to the shape of the PSD, but have no link with physical properties and therefore lack a definite physical meaning that can be used to interpret stiffness evolution.

2. Grading entropy coordinates (and inter-particle contact force entropy coordinates)

In the context of grading, the meaning of the term ‘entropy’ refers to a ‘multiplicity of the microstates of a system’ [5]. Statistical entropy allows the microscopic configuration of a system to be described, in this case the representation of a particle size distribution, as a coordinate pair, which then plots as a single point in a grading entropy diagram. A vectorial depiction of a change in grading, rather than a family of distribution curves, is then available. The grading entropy coordinates are the relative base entropy $A$, and the normalised entropy increment $B$. The parameter $A$ is a measure of the skewness or symmetry of a particle size frequency distribution, while $B$ is a measure of the kurtosis or peakiness of a particle size frequency distribution. Further details are discussed elsewhere [6-7].

As a mathematical concept, the coordinates $A$ and $B$ can also be used to evaluate the characteristics of the magnitude of normal contact forces which are obtained from DEM simulations. It can be postulated that these force entropy coordinates may be related to grading entropy, but this is out of scope for this study. The emphasis here is not on the processes that the methodology can represent (i.e. dissolution, erosion, breakage, etc.) but in the concept of entropy coordinates and their relationship with initial shear stiffness.

3. Initial shear stiffness and its relationship with grading entropy coordinates.

Following the ideas by [3] Figure 1 illustrates the evolution of the normalised initial shear stiffness obtained from resonant column tests on silica sands by [1]. The different symbols represent different mean particle diameters ($d_{50}$). There are two sets of data, one for tests at 100 kPa confining pressure (above) and the other one at 400 kPa (below). Note that a void ratio function $[=(2.17-e)^2/(1+e)]$ has been used. Independently of stress level, there is a linear relationship between the relative base entropy ($A$) and initial shear stiffness. This is in contrast to the work in [1] and [3],
where non-linear relationships have been found using a similar approach. Physically however, Figure 1 illustrates that G is a function of the symmetry of the PSD.

![Figure 1](image)

**Figure 1.** Relationship between relative base entropy and initial shear stiffness

4. **Contact force entropy and stress-strain response.**

The results of a set of DEM simulation of triaxial compression tests with different initial densities is presented in Figure 2. There is a significant amount of information of such a diagram, here it is highlighted that each test starts at different initial points (dependent on density); and that all tests converge into a single point at large strain. In other words, the magnitude of contact forces and entropy coordinates are suitable to understand the mechanics of critical states.

![Figure 2](image)

**Figure 2.** Entropy diagram for a set of DEM simulations of triaxial compression tests

5. **References**


http://dx.doi.org/10.1016/j.partic.2017.05.006


A SINGLE HARDENING ELASTOPLASTIC MODEL FOR DESCRIBING STRESSES PATH DEPENDENCY OF PLASTIC FLOW
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According to the classic plasticity, the direction of plastic flow (direction of plastic strain increments) is independent of the direction of stress increments. This means that the stress-dilatancy relation (stress ratio-plastic strain increment ratio relation) is not influenced by the stress path. However, it was experimentally pointed out that the stress-dilatancy relation of soils depends on the stress path, except for the stress condition near or at failure. To describe such behavior, usually double hardening theory or tangential plasticity theory are employed. However, these theories need, plural sets of yield functions and hardening parameters and additional coefficients of tangential plastic modulus, which make constitutive model complex and needs more material parameters.

Fig. 1 shows the observed stress ratio- strain increment ratio relation of normally consolidated clay under various stress paths in diagram (a). Diagram (b) shows the results plotted as \( \eta = q/p \) vs. \( d\varepsilon^p/d\varepsilon^p \) using ordinary stress and strain increment invariants. Diagram (c) shows the same data using the stress and strain increment invariants based on the \( t_{ij} \) concept \((X = t_{S}/t_{N})\) \[1\]. The results in diagram (b) depend on not only the magnitude of intermediate principal stress but also the stress paths. It is seen from diagram (c) that even using the \( t_{ij} \) concept, the results depend on stress path except near and at peak strength, though there is not much difference between the triaxial compression and extension conditions.

Fig. 1 Observed stress-dilatancy relations

The authors and others proposed a 3D elastoplastic model which is called the Subloading \( t_{ij} \) model \[2, 3\]. In this model, the influence of intermediate principal stress on the soil behavior is considered by the \( t_{ij} \) concept \[1\], the influence of density and confining pressure is considered by introducing the Subloading surface concept \[4\]. In addition, to describe the behavior of naturally deposited soil, imaginal density is introduced as a state variable and its decay rule is assumed. However, the above-mentioned stress path dependency of plastic flow is not explained in a robust fashion. In the present research, to describe simply the stress path dependency on the direction of plastic flow, the authors present a rational formulation by splitting the plastic strain increment.

According to the Subloading \( t_{ij} \) model \[2\] obeying the associated flow (AF) rule in \( t_{ij} \) space, the plastic strain increment and the increment of plastic volumetric strain are calculated as

\[
d\varepsilon^p = \Lambda \frac{\partial F}{\partial t_{ij}} = \frac{dF}{h^r} \frac{\partial F}{\partial t_{ij}}, \quad d\varepsilon^v = d\varepsilon^\delta = \frac{dF}{h^r} \frac{\partial F}{\partial t_{ij}} \quad \text{(where, } F: \text{ yield function, } h^r: \text{ plastic modulus)}
\]

Now, the increment of volumetric strain in Eq. (1) can be expressed as follows, by adding two terms which are canceled each other:
\[ d\varepsilon_{ij}^p = \frac{DF}{h_p} \frac{\partial F}{\partial t_kk} = \frac{DF}{h_p} \frac{\partial F}{\partial t_y} + \left( \frac{\partial F}{\partial t_{ik}} - \frac{\partial F}{\partial t_N} \right) \left( \frac{\partial F}{\partial t_{ik}} \right)^2 A \frac{dt_N}{t_N} \frac{\delta_{ik}}{3} = 1 \]

\[ (dt_N; \text{increment of mean stress } t_N) \]

where \( \langle (\partial F/\partial t_y) t_N \rangle \) is a non-negative function which is unity at isotropic stress condition and decreases with the increase of stress ratio. \( A \) is a non-dimensional function which represents the inverse of the stiffness of the isotropic component. Referring to Eq. (2), the plastic strain increment can be given by the following form, where the plastic increment is expressed by the summation of two components – i.e., component (AF) which satisfies the associated flow rule in \( t_{ij} \) space and the component (IC) which is produced isotopically with the change of mean stress \( t_N \), regardless that the increment of plastic volumetric strain increment is the same as that in Eq. (1).

\[ d\varepsilon_{ij}^p = \left\{ \frac{DF}{h_p} \left( \frac{\partial F}{\partial t_kk} \right) A dt_N \left( \frac{\partial F}{\partial t_y} \right) + \left( \frac{\partial F}{\partial t_{ik}} - \frac{\partial F}{\partial t_N} \right) \frac{\partial F}{\partial t_{ik}} \right\}^2 A \frac{dt_N}{t_N} \frac{\delta_{ik}}{3} = d\varepsilon_{ij}^{p(AF)} + d\varepsilon_{ij}^{p(IC)} \]

Here, although the plastic strain increment is divided into two components, the combined plastic volumetric strain, which is the hardening parameter, is always the same as that of the model obeying associated flow rule. As the results, the loading condition is also the same as that of the model obeying associated flow rule, and no additional material parameter is necessary. Further, the loading condition of the present model is the same as that of model obeying associated flow rule. Fig. 2 shows the yield surface and the development of the plastic strain increments schematically. For example, when stress changes from current state \( A \) to states \( B \) or \( C \) which are on the same successive yield surface, total plastic strain increment are given by the summation of (AF) component and (IC) component. Blue arrows correspond to the case of \( AB \) (\( dt_N < 0 \)), and red arrows correspond to the case of \( AC \) (\( dt_N > 0 \)).

Fig. 3 shows the analytical results corresponding to the observed arrangement in Fig. 1(c). The analytical results of Fig. 3 in which the stress path dependency is properly taken into consideration describe well the observed results. The thick gray curve in Fig. 3 shows the relation obtained from the yield surface and normality rule, which is satisfied by the plastic strain increment obeying the associated flow rule.

Fig. 2 Yield surface and plastic strain increment

Fig. 3 Calculated stress-dilatancy relation
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1. Introduction

The Hoek-Brown (H-B) criterion [1], which defines the maximum principal stress \( \sigma_1 \) at failure for a given minor principal stress \( \sigma_3 \), is an empirical failure condition that has been widely accepted in rock mechanics and used in many practical engineering projects, such as underground tunnel excavations, design of slopes in rock formations, etc. Its latest version, referred to as the generalized Hoek-Brown (GHB) criterion [2], incorporates the strength parameters \( m_b \), \( s \) and \( a \), which are determined from some empirical formulas in conjunction with the Geological Strength Index (GSI) and the disturbance factor \( D \), the latter reflecting the rock mass disturbance due to excavation or stress relaxation. Despite its popularity, the GHB criterion has a disadvantage in that it cannot provide the corresponding Mohr failure envelope, except for \( a = 0.5 \), i.e. GSI=100. This limits its applicability in standard geotechnical analysis related to assessment of slope stability and/or bearing capacity of rock foundation. In general, these types of problems are solved by either the limit equilibrium method or the limit analysis employing the strength formula defined in terms of normal and shear stress acting on a potential fracture plane.

In view of this, in order to broaden the application of the GHB criterion, this work presents an analytical representation of an approximate Mohr envelope corresponding to the GHB criterion. The idea behind the formulation is to best-fit the quadratic or cubic polynomial to the function that defines the dependence of normal stress on the instantaneous friction angle. For the polynomial curve fitting, the principle of the orthogonal projection of a function onto a function subspace is invoked. Subsequently, by solving the approximate equation for the sine of friction angle, an explicit formula for the critical value of shear stress \( \tau \) associated with a given normal stress \( \sigma \) acting on the failure plane can be established.

2. Specification of approximate Mohr failure envelope for the GHB criterion

By invoking the stress measures \( P \) and \( Q \) normalized with respect to the uniaxial strength of the intact rock material \( \sigma_{ci} \) [3],

\[
P = \frac{\sigma}{m_b^{a/(1-a)} \sigma_{ci}} + \frac{s}{m_b^{a/(1-a)}}, \quad Q = \frac{\tau}{m_b^{a/(1-a)} \sigma_{ci}}
\]

it can be shown that the following two equations hold for the Mohr envelope in \( P-Q \) space

\[
\tilde{P} = \left( \frac{1}{x} - 1 \right) H(x) \quad \text{with} \quad \tilde{P} = \frac{2p^{1-a}}{a}, \quad H(x) = \left( 1 + \frac{x}{a} \right)^{1-a}
\]

\[
Q = \left( \frac{a}{2} \right)^{a/(1-a)} \frac{\sqrt{1-x^2}}{2} \left( \frac{1}{x} - 1 \right)^{a/(1-a)}
\]

where \( x = \sin(\phi_i) \) and \( \phi_i \) is the instantaneous friction angle.
If \( H(x) \) in Eq. (2) is best-fitted by a linear or quadratic polynomial, Eq. (2) reduces to a quadratic or cubic equation, respectively. Solving the resulting equation for \( x \) and substituting the solution into Eq. (3) yields an approximate Mohr failure envelope of the GHB criterion. Fig. 1 shows the results corresponding to \( GSI=80 \), which indicate that the quadratic polynomial approximates the original curve \( H(x) \) very well.

3. On the accuracy of the approximate Mohr envelope

Fig. 2 shows the approximate Mohr envelopes (for \( m_i = 15 \) and \( D = 0.0 \)) based on the quadratic fitting of \( H(x) \), together with the exact ones for five different values of \( GSI \), i.e. 20, 40, 60, 80 and 100. The results clearly show that the approximate Mohr envelopes are very accurate; i.e. the percentage prediction error is less than 0.2% in the entire range of considered \( GSI \) values.

4. Concluding remarks

In this work, an explicit analytical formula for Mohr failure envelope which closely approximates the GHB criterion is established. The approach is based on best-fitting the equation which relates the normal stress and the instantaneous friction angle, by the linear or quadratic polynomial. It is shown that the shear strength prediction by the approximate Mohr envelopes is very precise.
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EXISTENCE OF UNIQUE FABRIC STATE SURFACE FOR GRANULAR MEDIA AT CRITICAL STATE
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1. Introduction

The stress-strain behavior of a granular material is affected by its internal structure, which is related to the spatial connectivity of particles and the force chain network. Consequently, the concept of the critical state in granular soils needs to make proper reference to the fabric structure that develops at critical state. The results of DEM simulations for dense polydisperse system of elastic spheres reveal that a surface of the fabric state at the critical state can be uniquely defined. On the deviatoric plane, the critical state fabric surface can be expressed as an inverted Lade’s surface (Thornton, 2000; Barreto and O’Sullivan, 2012, Zhao and Guo 2013 and Shi and Guo, 2017). Zhao and Guo (2013) further find that, at the critical state, the joint invariant between the deviatoric stress and the fabric tensor can be expressed as

\[ s_j F_y = \alpha p^{0.894} \]

in which

\[ F_y = (15/2) (\phi_j - \delta_j / 3) \]

with \( \phi_j = \langle n n \rangle \) with \( n \) being the unit contact normal vector. It has also been known that the anisotropic behavior of granular materials may not uniquely depend on the entire contact network, since not all contacts play the same role in resisting material deformation. According to Radjai et al. (1996), the entire contact network can be partitioned into a sub-network of “strong contacts” and that of “weak contacts”. In this study, we examine the fabric state in the strong and weak sub-networks of a granular material at the critical state, through both micromechanical analysis and DEM simulations.

2. Micromechanical analysis

The micromechanical description of the stress tensor within a REV with volume \( V \) of spherical particles can be related to the contact forces \( f \) and branch vectors \( l \) as

\[ \sigma_{ij} = \frac{1}{V} \sum_{k=1}^{N} f \otimes l = \frac{\hat{l}}{V} \int_{\Omega} E(n) f n j d \Omega \]  

where \( \hat{l} \) is the average length of brach vector, \( E(n) \) is the distribution probability density function (PDF) for the contact normal. In most cases it is sufficient to assume

\[ E(n) = (1/4 \pi) (\delta + F_y) n n \]

with \( F_y = 0 \). Different approaches have been proposed to obtain the local contact forces from the stress tensor (Emeriault and Cambou, 1996). Based on the representation theorem, the local contact force can be generally expressed as an isotropic function of \( n \) and \( \sigma \):

\[ f_i(n) = A \sigma_{ij} n_j + B (\sigma_{kk} n_k n_i) n_i + C \sigma_{kk} n_i \]

with A, B and C being constants. Substitution of Eq. (2) into Eq. (1) yields

\[ s_{ij} F_{ij} = 15 K_{\rho} \rho / 2 \quad \text{or} \quad s_{ij} \phi_{ij} = K_{\rho} \rho \]

in which \( K_{\rho} = (A + B + 3C - 1) / (A + B) \). Obviously, Eq. (3) is applicable to the critical state.

2. Findings from DEM simulations

Discrete element simulations are carried out to investigate the evolution of fabric in different force chain networks in initially isotropic granular assemblies along various imposed stress paths.
DEM simulations were performed on cubic specimens consisting of approximately 20000 elastic spheres with the diameters ranging from 0.2mm to 0.6mm and the mean particle diameter of $d_{50} = 0.4mm$. A linear force-displacement contact law was employed where the contact behavior was governed by the normal stiffness $k^n$, tangential stiffness $k^t$ and the inter-particle friction coefficient $\mu = 0.5$. The tangential and the normal contact stiffness at particle contacts were assumed as $k^n / d_{50} = k^t / d_{50} = 1000MPa$. Figure 1 presents the envelope of the stress states and fabric tensor of the entire contact network at the critical state. The stress envelope can be described as $I^3 / I_1 = 32.64$ and the fabric tensor satisfies Eq. (3) with $K_\phi = 0.040$ when $p' = 300kPa$. As $p'$ was increased to 1000 kPa, $K_\phi = 0.048$. The critical fabric state can also be reasonably described by the inverted Lade’s surface $I^3_\phi / (2I_1I_2I_\phi - 2I_{3\phi}) = \eta^*$ (Thornton, 2000; Zhao and Guo, 2013) with $\eta^* = 1.8008 \pm 0.0001$. It should be noted that $\eta^* = 1.8$ corresponds to an isotropic state.

![Figure 1: State surfaces of stress and fabric tensor in deviatoric plane](image1)

![Figure 2: State surfaces of stress, fabric tensors in different contact networks](image2)

The fabric tensor, $\phi^i_j$, of the strong subnetwork, which is the bearing network toward loading, can be related to the applied stresses uniquely via $\phi^i_j : \phi^j_i = \sigma_i : \sigma_j$, which implies that the principal directions of $\phi^i_j$ coincide with the principal stress directions. At the critical stress state, the deviator of fabric tensor of the strong subnetwork is much larger than that of the whole contact network. When plotted in the deviatoric plane, the fabric state of the strong network can be approximately expressed as a Lade’s surface, as shown in Figure 3. The weak contact sub-network does not have very strong internal structure and can be practically considered as nearly isotropic.
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STRESS-DILATANCY IN BARODESY

G. Medicus\(^1\) and B. Schneider-Muntau\(^1\)

\(^1\) University of Innsbruck, Innsbruck, Austria

Asymptotic behavior of soil deserves particular attention: If soil is deformed with a proportional strain path, the resulting stress path asymptotically approaches a proportional stress path \([1, 2, 3]\). In the constitutive model barodesy – introduced by Kolymbas \([4]\) – the link between proportional strain paths and proportional stress paths is an equation, which acts as a stress-dilatancy relation:

\[
R = -\exp(\alpha D^0)
\]  

(1)

where the scalar quantity \(\alpha\) is a function of \(\text{tr} D^0\) (dilatancy), \(D^0\) is the normalized stretching \([5, 6]\).

Stress-dilatancy relations link ratios of strain components with ratios of stress components. This implies that the mobilized friction angle is related to dilatancy: If soil is deformed with a proportional dilatant path, the maximum mobilized friction angle \(\varphi_m\) is larger than the critical friction angle \(\varphi_c\). This fact is experimentally proven \([1, 2, 3]\) and can be well described with the relation by Chu & Lo \([2]\), which provides similar results as barodesy, see Figure 1.

\[
\tan \beta = -\frac{\varphi_m}{\varphi_c}
\]

\[
\frac{q}{p} = K = \frac{\sigma_2}{\sigma_1}
\]

(a) (b)

Figure 1. Asymptotic states of triaxial tests: Soil samples are deformed with proportional strain paths. In (a) experimental results of Sydney sand \((\Delta, \varphi_c \approx 34.1^\circ)\) are approximated with the relation by Chu & Lo \([2]\). In (b) Chu & Lo’s relation is compared with barodesy \([6]\) for a soil with \(\varphi_c = 27^\circ\).

To investigate soil behavior, experiments, e.g. triaxial tests, are carried out. When evaluating stress and strain, the sample is assumed as one single homogeneous element with rectilinear deformation. However, in experimental testing, it is impossible to obtain a perfectly homogeneous sample with a constant void ratio distribution. Tomographic surveys on experiments by Desrues et al. \([7]\) show that shear bands develop from the very beginning of triaxial tests. Therefore a homogeneous deformation, i.e. an element test, is questionable well before the peak.

Finite element simulations on homogeneous samples only result in homogeneous deformations and not in the development shear bands. In order to obtain shear bands, at least one weak element has to be included in the simulation \([8, 9]\). In this work, we carry out finite element simulations of fine-meshed biaxial tests with barodesy \([10, 11]\) with a normally distributed void ratio over all elements in a narrow range, cf. \([12]\). The randomly distributed void ratio results in a scatter of dilatancy and
therefore in a scatter of peak strength in the elements. Thus, patterns of shear bands develop from the very beginning of the biaxial test, see Figure 2. We evaluate stress and dilatancy and the pattern of the shear bands with ongoing shear strain.

Figure 2. Finite element simulations with barodesy: Shear strain $\sqrt{2/3 (\varepsilon : \varepsilon)}$ distribution at $\varepsilon_{\text{axial}} \approx 1.7\%, 2.9\%, 4.7\%, 6.7\%$ (left to right) is shown, the peak is at $\varepsilon_{\text{axial}} \approx 7.4\%$. The initial void ratio $\varepsilon_{\text{initial}} = [0.5495 \ldots 0.5505]$ is normally distributed.
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STRESS CORROSION CRACKING, MATURING OF CONTACTS, AND TIME EFFECTS IN SILICA SAND

R.L. Michalowski¹, Z. Wang², D. Park¹ and S.S. Nadukuru³
¹ University of Michigan, Ann Arbor, U.S.A.
² Country Garden Holdings Co. Ltd., Guangdong, China
³ Geosyntec Consultants, Keenesaw, GA 30144, U.S.A.

1. Background

Silica sand is known to exhibit time-dependent properties when subjected to sustained loads. A hypothesis was suggested that the key cause of those changes is in the stress corrosion cracking of the textural features at grain surfaces at contacts [1]. Grain-scale experiments were carried out in a custom-designed apparatus [2] to collect evidence in support of the hypothesis. Atomic Force Microscopy was used to quantify the roughness of the grain surfaces (texture).

2. Measurements of grain deflection owed to contact maturing

An apparatus for measuring grain deflection under a sustained load is shown in Fig. 1(a) and an example of results is demonstrated in Fig. 1(b). The primary dependence of the deflection was found to be on the initial roughness of the grain surface. The process associated with stress corrosion cracking was prevalent in the first three weeks after application of the load, and it was termed contact maturing. Subsequent experiments on specimens of sand revealed the importance of the presence of moisture and chemistry of the pore fluid on the maturing of contacts.

![Figure 1](image.png)

Figure 1. (a) Apparatus, and (b) time-dependent deflection of Ottawa sand grains

The results of grain deflection tests are consistent with the contact maturing hypothesis, but testing has been found challenging due to sensitivity of the process to temperature, moisture, and external vibrations.

3. Modeling

The contact maturing process was modelled using the distinct element method, with an individual grain simulated as an assembly of bonded sub-particles. The bonds are capable of transferring forces and moments, allowing simulations of continua. Once tension above a certain threshold occurs in the bond, stress corrosion cracking begins in the bond, modeled as a time-dependent reduction in the size of the bond [3]. Preliminary calculations indicate that the process of contact maturing may be associated with the evolution of contacts where the number of “micro
force chains” across a nominal contact increases as a result of stress corrosion cracking. This, in turn, leads to an increase in the stiffness of individual contacts, leading to an increase in small-strain stiffness at the macroscopic scale. The latter is a phenomenon observed at the scale of sand deposits, and is often interpreted as a manifestation of sand ageing.

Figure 2. Simulation: (a) Grains in contact at \( t = 0 \), (b) after 25 days, (c) distribution of contact forces at \( t = 0 \), and (d) distribution of contact forces after 25 days

A model of two grains in contact is presented in Fig. 2. The micro force chains at the contact immediately after application of the load are shown in Fig. 2(a), and after 25 days of sustained load (2.4 N), in Fig. 2(b). The number of force chains across the interface between two grains increased in that time from 5 to 25, resulting in a more even distribution of forces across the nominal contact, Fig. 2(b,c).

4. Final comment

Results of testing individual contacts are consistent with the hypothesis of contact maturing, indicating static fatigue as the key cause of time-dependent effects in silica sand. The process is sensitive to environmental factors, such as temperature and moisture. Contact maturing is believed to be a key contributor to ageing of silica sands. The distinct element approach to modeling grains and contacts is promising; it predicts the evolution of contacts, leading to an increase in the contact stiffness, and the small-strain stiffness in sand. It is expected that this study will allow explaining such phenomena as a delayed increase in cone penetration resistance of sand after compaction by vibratory means, and the time-dependent increase in shaft resistance of displacement piles (pile setup).
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THE MICROMECHANICAL NATURE OF STRESSES IN WET GRANULAR SOILS
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\(^1\) University of Calgary, AB, Canada
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1. Introduction

The question of how wet granular soils as a three-phase (solid, water, air) material behave both mechanically and hydraulically is rather complex due to the presence of interfaces, see e.g. [1]. In essence, these interfaces do not allow us to apply classical mixture theory where only the volumes of the phases are taken into account. This is particularly true in the pendular regime, where surface tension forces within the various interfaces are often not negligible with respect to the other intergranular interactions. The total stress tensor as the average stress within a three-phase granular medium has been formally derived following a comprehensive microscopic formulation to reveal various detailed stress contributions associated with the solid phase, the two immiscible fluid phases and the three interfaces in terms of microstructural interconnects [2]. A capillary stress tensor emerges which is non-spherical in nature and generalizes the isotropic suction term in Bishop’s equation, which is known to be unrealistic. Also the \(\chi\) parameter in Bishop’s equation is elucidated.

2. \(\mu\)-UNSAT Equation

The point of departure is the homogenization of stresses in partially saturated granular media, recognizing the various contributions of internal forces operating at the microscopic level, i.e.

1. the solid phase stress with the solid volume \(V_s\) arising from the various tractions acting on the surface of solid particles, such as fluid pressures, surface tension and contact forces,
2. the distinct air \((u_a)\) and water \((u_w)\) pressures within the corresponding volumes \(V_a\) and \(V_w\), and
3. the surface stress \([3]\), \(\pi_{ij} = \gamma (n_in_j - \delta_{ij})\) acting within the air-water interface, where \(\gamma\) as the air-water surface tension, \(n_i\) the oriented normal to the interface, and \(\delta_{ij}\) the Kronecker delta tensor.

The above last item is sufficient to properly describe the surface tension internal forces existing within the air-water interface, including fluid-solid interfaces [2]. Expressing the total stress \(\Sigma_{ij}\) as a volume averaging of the individual stresses from each phase, including the air-water interface as a distinct phase, and following a rather comprehensive microscopic treatment, the \(\mu\)-UNSAT equation emerges as [2]:

\[
\Sigma_{ij} - u_a \delta_{ij} = \sigma_{ij}^{cont} + \sigma_{ij}^{cap}, \text{ with } \sigma_{ij}^{cont} = \frac{1}{V} \sum_{cont} f_i^c \ell_j, \text{ and } \\
\sigma_{ij}^{cap} = \frac{1}{V} \left[ s \left( (\mu_{vw})_{ij} + (\mu_{sw})_{ij} \right) + \gamma \left( (\mu_{saw})_{ij} + (\mu_{\gamma})_{ij} \right) \right] \tag{1a}
\]

Equation (1a) describes, in tensorial form, a Terzaghi-like expression whereby total stress is partitioned into a contact stress \(\sigma_{ij}^{cont}\) arising from the contact forces \(f\) and a capillary stress \(\sigma_{ij}^{cap}\) due to the air-water mixture as given in Eq. (1b). The latter is microstructure dependent arising from the following microstructural tensors:

\[
(\mu_{vw})_{ij} = V_w \delta_{ij}; (\mu_{sw})_{ij} = \int_{S_w} n_i x_j dS; (\mu_{saw})_{ij} = \int_{S_{saw}} (\delta_{ij} - n_i n_j) dS \text{; and } (\mu_{\gamma})_{ij} = \int_{\Gamma} \nu_i x_j d\ell \tag{2}
\]
where $x_i$ is the position of any point on a particle’s surface with respect to its centroid, $\nu_i$ the tangent to the interface $S_{aw}$ being orthogonal to the contact line contour $\Gamma$ where air, water and solid meet, $n_i$ the outward normal to the wetted surfaces $S_w$ or the interface $S_{aw}$, and $s = u_a - u_w$ as suction.

As a tensorial quantity, the capillary stress in the proposed $\mu -$ UNSAT equation generalizes the isotropic suction term in Bishop’s equation by highlighting various stress contributions proportional to the surface tension, the air-water interface, and the contact lines of length $\Gamma$. More importantly, the capillary stress is non-spherical in character, which is at variance with Bishop’s equation. Also, the debate about whether $\chi = S_r$ in the original Bishop’s equation can be resolved as its expression in terms of microscopic variables can be now readily identified in Eq. (1b).

3. Results and Conclusion

The computation of both stresses and deformations in a granular assembly of particles connected by distinct liquid bridges has been performed within the Discrete Element Modelling (DEM) framework which provides access to all pertinent microstructural information in Eqs. (1a,1b,2) needed to verify the developed analytical expression. Fig. 1 demonstrates clearly the non-spherical nature of the capillary stress as revealed by the various microstructure tensors introduced in Eq.(2). Indeed, due to the anisotropic distribution of the water menisci and particle contacts within the body, the suction component in Bishop’s relation is no longer a spherical tensor.

![Figure 1. Non-spherical nature of microstructure tensors that enter the capillary stress expression](image)

As a main conclusion, the general expression of total stress in unsaturated soils (coined as $\mu -$ UNSAT in this work) can formally explain why Bishop’s equation could not be verified experimentally since several decades. The contact stress term has also been recently proven [4] to be a relevant stress variable that can describe both the failure and strain behaviours of three-phase materials with the same constitutive equations that apply to two-phase (dry or water-saturated) conditions.
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Microscale features such as pore size and shape distributions and pore network connectivity strongly govern the coupled mechanical and transport macroscopic behaviour of porous/heterogeneous geomaterials. It is therefore of interest to develop multiscale computational tools to explore the links between microstructural features and the corresponding macroscopic properties by generating realistic Representative Volume Elements (RVEs). These can be obtained either experimentally (e.g. CT scan) since nowadays modern experimental techniques allow characterizing the properties of the various phases and pore space in porous/heterogeneous materials. They can also be made available virtually by generation algorithms reproducing the relevant morphological features [1, 2].

In both cases, the RVE geometry must be discretized in view of solving the formulation of the implied physics with a numerical technique such as the Finite Element method (FE). Non-conformal discretization approaches, such as extended finite elements, with level-sets coupling can avoid constraints related to the conformal meshing of complex geometries. However, such approaches can become complex to solve coupled problems. Therefore, this contribution presents a framework for the generation of conforming finite element meshes for complex RVEs to be able to conduct multiscale FE simulations in regular codes and softwares. An implicit representation of the RVE geometry is used by means of level set functions during the mesh generation procedure, providing a natural link between the RVE geometry generation and the mesh generator. This also allows a systematic treatment of morphologies of arbitrary complexity as classically met in the micro-morphology of geomaterials.

Geomaterial microstructures present high degree of complexity due to the presence of heterogeneities and arbitrary morphological features. Here, the tool used to produce realistic microstructural geometries is based on the principle of excursion sets of correlated Gaussian random fields [2]. A morphological control of the porous space is thereby achieved on key parameters such as the volume fraction of the solid and pore phases, and the size distribution and connectivity in the pore space. Indeed, the pores contributing to the permeability of the medium are the critical pores, i.e. those ensuring the hydraulic conductivity on either side of the microstructure. Control in this case means the ability to analytically determine correlations between statistical quantities (mean, variance, threshold, correlation length) and morphological quantities (volume, surface, diameter, Euler characteristic) thanks to the Lipschitz-Killing curvatures.

The mesh generation procedure consists in an extension of the methodology proposed by Persson [3]. It is based on an optimization process that uses an input level set function expressed as a signed distance field and an ad-hoc truss analogy. This allows defining a tension/compression force-field on the elements of the truss to steer it to an equilibrated situation satisfying an element size function. The mesh conformity with material interfaces, meanwhile, is obtained by constraining their normal movement acting like boundary supports [4]. An efficient control is thereby achieved on the material interfaces, together with a local control of the element sizes to build optimized conforming meshes. This principle is incorporated after the extraction of the interfaces into a hierarchical 3D constrained Delaunay triangulation procedure successively meshing the internal material interfaces, the external boundaries and the bulk of the phases in the RVE to produce high quality periodic or not FEM meshes exploitable.
The implementation is adapted and optimized for the RVEs generator developed in [3] focused on to complex multi-body RVEs (see Figure 1). A natural extension allows treating general implicit geometries such as CTX scans or RVEs generated by [2] (see Figure 2).
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1. Background

Fracture of brittle grains under impact plays an important role in controlling the compaction behaviour and the permeability of the granular materials. Fracturing is considered to be a process through which atomic bonds get broken, and new surfaces are formed through either the creation of new crack or the extension of existing crack. The initiation, propagation and coalescence of these cracks alter the effective material stiffness and can ultimately lead to failure. These processes have been largely studied through the application of energy-based methods, such as Griffith's fracture criterion [1], involving the determination of the stress threshold at which a crack initiates and begins to propagate. Experimental work has demonstrated that similar structures and morphology are developed in brittle homogenous solids during the high speed fracture process [2; 3]. Much of this fracture-induced morphology is dependent on the loading conditions and specific properties in brittle materials and can be used as a tool to identify and analyze the fracture dynamics [4]. However, in some specific granular materials (e.g cemented sand or sandstone), fractures propagate not only in the grains, but also through the inter-grain medium that has completely different microscopic geometrical and mechanical characteristics. Many previous studies focused on the fracture mechanisms derived from the intrinsic properties of grains and paid less attention to the effects of inter-grain medium. Hence, this paper conducts a systematic study of the dynamic fracture evolution through glass-bead chains with the inter-grain medium.

2. Methodology and Results

Split Hopkinson pressure bar experiments on chains of three 7 mm-diameter glass beads separated by two 0.1 mm-thickness copper shims (inter-grain medium here) are performed under different impact velocities, ranging from 5.3 m/s to 14.2 m/s. In the chain system, the front bead (close to incident bar) is more prone to fracture than the back bead (close to transmitted bar), while the middle bead (in the middle of the chain) is only damaged slightly regardless of the impact velocities applied. Two typical chain failure patterns are discovered throughout the impact velocity range (see Figure 1 (a)), namely, (A) crushing-damage-crushing, and (B) crushing-damage-damage. To some extent, the level of chain absorbed energy determines damage degree of the chain system. Severe damage pattern (A) is more likely to occur in the high absorbed energy section (above the red fitting line), while the damage pattern B is easier to appear in the low absorbed energy section (below the blue fitting line).

A corresponding numerical study is also conducted by implementing the ‘Brittle Cracking’ damage model for the glass in Abaqus/Explicit, where elements are deleted after failure. The simulation results qualitatively reproduce the experimental results (see Figure 1 (b)). The front bead damages most severely, which is followed by the slightly damaged back bead and the totally intact middle bead. Comparisons between glass bead chains with and without inter-grain materials (two copper shims here) clearly show that these inter-grain materials significantly alter the fracture mechanisms (mainly happen on the middle bead) and decreases the total chain damage degree (less element deleted). The initiation of the cracks is predicted by calculating the maximum tensile stress near the contact point according to the Hertzian theory [5]. The middle bead contacted with two thin flat copper shims has the higher tensile stress near contact area than the other two beads, thereby it
is more difficult to break. Also, the elastic modulus of the chain system calculated based on analytical solution [6] increases after inserting comparatively stiffer inter-grain materials. Under the same impact level, less damage is detected in the chain system with inter-grain material.

Figure 1. (a) The relation between the chain absorbed energy and the impact velocity from experiment; (b,c) Comparisons of the simulated damage pattern of chains between with and without inter-grain medium under impact velocity 13.5 m/s; (d,e) Zoom near the contacts, as indicated by red rectangles in (b,c)

3. Conclusions
Regardless of the impact velocity, two damage patterns are discovered in the three-glass-bead chain system from impact loading tests. Under the same impact velocity, the severe damage patterns are prone to occur in the high absorbed energy section, while the slight damage patterns dominate the low absorbed energy section. The corresponding numerical studies show that the stiff inter-grain materials can reduce the total chain damage degree and greatly affect chain damage patterns.
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1. Introduction

Experimental studies of particle breakage have focused on how breakage is affected by the micro-scale and the boundary and loading conditions [1]. These experiments have been complemented by numerical studies, such as simulations using the discrete element method, focusing on particle kinematics and the internal topology of the particle assembly [2]. Additionally, in constitutive models the overall degree of particle breakage is taken into account by considering changes between the initial and final grain size distribution curves [3], aiming to capture the bulk response throughout the test or the unloaded, post-testing state of the specimen observed experimentally. Recent advances in XCT have enabled the full-field measurement of many processes in 3D, giving researchers a new tool with which to explore micro-mechanical behaviour [4].

The main aim of this research is to achieve a better understanding of the particle-scale mechanisms that lead to particle breakage during the initial stages of breakage, through the use of x-ray computed micro-tomography (XCT). Highly spherical zeolite granules ($D_{50}^{\text{intact}}$ of 1.36 mm) were tested under strain-controlled oedometric compression (more details can be found in [5]). X-ray scanning was performed with a pixel size of 12.25 μm/px, meaning that individual particles are described by a large number of pixels (> 100 px/$D_{50}^{\text{intact}}$). In this work we are investigating the effect of the coordination number on particle breakage, using the reconstructed 3D images.

2. Image processing

Grain breakage will produce fragments that are either big enough to be clearly identified as new particles, or too small with respect to the resolution and just considered as “powder” fragments (which will not be studied in this work). The tool we propose (discrete Digital Image Correlation – dDIC) takes an incremental approach from the beginning of the test, tracking intact particles into the next image. A particle is recognised as broken when the rigid registration fails and through a local segmentation process, individual fragments are identified and tracked. Once the tracking of the broken particles is successful, they are identified in the previous loading increment (pre-breakage) and the coordination number is investigated, by looking at the maximum gradient of the grey scale image. In the case where the gradient is low, this indicates the presence of a contact.

3. Results and Conclusions

From the inspection of the images it is found that the majority of breakage occurs within a height of $2D_{50}^{\text{intact}}$ from the bottom (loading) boundary. This indicates a strong boundary effect, caused by the friction at the loading platen and the initial filling process. A number of statistically significant broken particles is investigated and related to the coordination number of the particles while still intact; the results are presented in Table 1.

The particles broke with a small chipping close to a contact, with axial splitting, or with more complicates breakage patterns (multiple splitting). As shown in Table 1, the particles with the fewer
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Table 1. Investigation of breakage mode with respect to coordination number.

<table>
<thead>
<tr>
<th>Breakage mode</th>
<th>Average coordination number</th>
<th>2D slice</th>
<th>3D image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface chipping</td>
<td>6.6</td>
<td><img src="310x666" alt="Image" /></td>
<td><img src="361x705" alt="Image" /></td>
</tr>
<tr>
<td>Axial splitting</td>
<td>4.9</td>
<td><img src="311x602" alt="Image" /></td>
<td><img src="359x645" alt="Image" /></td>
</tr>
<tr>
<td>Multiple splitting</td>
<td>4.7</td>
<td><img src="430x595" alt="Image" /></td>
<td><img src="488x652" alt="Image" /></td>
</tr>
</tbody>
</table>

contacts exhibit the most intricate breakage patterns. The correlation between number of contacts and breakage mode is not very strong, which indicates that breakage will be affected by the contact forces rather than the number of contacts. This means that a number of contacts will be passive, carrying weak forces, and it is the contacts carrying strong forces which determine the strength of the material contributing mainly to the bulk response [6]. This ongoing work requires a more detailed investigation into the coordination number and the fabric tensor (particle orientations, inter-particle contact normal direction and void space geometry), to enhance our understanding about the micro-mechanisms that lead to particle breakage.
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1. Introduction

Clayey rocks such as claystone and shale are widely investigated in various engineering domains, in particular in oil industry for the production of shale gas and in the context of underground disposal of nuclear waste as a potential geological barrier. According to extensive laboratory investigations, clayey rocks exhibit time-dependent deformation in creep tests. So far, the classical viscoelastic or viscoplastic theories have been used for the description of creep deformation in clayey rocks. However, it has been observed that in some hard clayey rocks, such as the Callovo-Oxfordian (COx) claystone which is investigated in the French project of underground disposal of radioactive waste, the time-dependent deformation in such materials is mainly related to the time-dependent propagation of micro-cracks and frictional sliding along micro-cracks. Further, the macroscopic mechanical responses of clayey rocks are inherently dependent on their mineralogical compositions and porosity. Classical phenomenological models are not able to explicitly take into account such effects of micro-structures. Therefore, it is needed to develop constitutive models considering the time-dependent micro-crack propagation and influences of micro-structures.

2. Methodology and results

In this study, we have proposed a micromechanical approach for modeling time-dependent deformation and damage due to microcrack growth and frictional sliding. The COx claystone is considered as a reference material. The micro-mechanical model is formulated using an Eshelby solution based homogenization method. To this end and based on micro-structural investigations in previous studies, the COx claystone is represented as a composite material with two separated scales. At the mesoscopic scale, the claystone is seen as a three-phase composite. Quartz and calcite grains are embedded inside a continuous clay matrix. At the microscopic scale, the clay matrix is considered as a porous material with a family of pores embedded in a solid phase (clay aggregate). It is assumed that micro-cracks initiate and propagate at the mesoscopic scale. The time-dependent deformation is assumed to be induced by the time-dependent propagation of oriented microcracks inside the clay matrix. A three-step homogenization procedure is proposed. The effective elastic properties of the porous clay matrix (clay aggregate and pores) are first determined from a Mori-Tanaka scheme in the first step. In the second step, the elastic behavior of the cracked porous clay matrix (homogenized porous clay matrix + induced micro-cracks) is then determined using an Eshelby solution based homogenization method by considering micro-cracks as spheroidal inclusions. Effects due to cracks interactions are taken into account with different homogenization schemes. An anisotropic distribution of induced cracks is considered. Depending on loading path, cracks are propagating in some preferential orientations so that the claystone exhibits an induced anisotropy. Furthermore, in closed cracks, the frictional sliding is described by a local friction criterion and coupled with the crack propagation. The frictional sliding is at the origin of macroscopic time-dependent plastic deformation while macroscopic damage is related to the crack propagation. Finally, in the third step of homogenization, the macroscopic mechanical properties of
the claystone (homogenized cracked clay matrix + mineral inclusions) are determined again by a homogenization procedure by taking into account effects of calcite and quartz grains. A sensitivity study is performed in order to evaluate macroscopic influences of some micro-structural parameters. Finally, comparisons between numerical results and experimental data from creep tests are presented.

In Figure 1, we show the influence of confining pressure on the macroscopic creep strain. The creep strain is reduced when the confining stress is higher. In Figure 2, numerical results are compared with experimental data for uniaxial compression creep tests in the sample with 56% clay, 20% calcite and 24% quartz. The proposed micro-mechanical model can explicitly predict influences of mineralogical compositions on the macroscopic creep deformation.

**Figure 1:** Influence of confining stress on creep deformation of Claystone

**Figure 2:** Comparison between numerical modeling and experimental data for creep deformation $\Sigma_{11} = -8MPa$, $f_0 = 56\%$, $f_1 = 20\%$, $f_2 = 24\%$

**References:**
1. Introduction

The Canadian Nuclear Safety Commission (CNSC), Canada’s nuclear regulator, conducts regulatory research in order to build independent knowledge on safety aspects related to the deep geological disposal of radioactive wastes. A major component of the repository system consists of engineered seal materials that contain highly expansive clay minerals, such as MX-80 bentonite. In Canadian sedimentary rock formations that are currently considered as one of the candidate host rock types for deep geologic repositories, highly concentrated brine has been found. This concentrated brine affects the hydraulic-mechanical properties of the bentonite seal by reducing the swelling potential of the bentonite clay mineral. Therefore, the CNSC is conducting research in order to further understand how the concentrated brine influences the performance of bentonite-based seals as a barrier to radionuclide migration. In this study, a model based on the dual porosity approach and coupling amongst hydraulic-chemical-mechanical factors was developed and calibrated with laboratory swelling experiments on MX-80 bentonite, where the samples were hydrated with brine and the evolution of the swelling pressure was monitored for approximately a year.

2. Experimental method

Queen’s University in collaboration with the CNSC performed swelling tests on sealing materials. A bentonite- sand (B/S) mixture and pure MX-80 bentonite (B) with initial moisture content of 11% was compacted to target dry densities and then loaded into a stainless steel test cell. Constant volume swelling test was carried out by hydrating from the bottom with synthetic model brine water. The hydraulic head is maintained at 1.5 m. The swelling-pressure was continually monitored by a load cell at the top for approximately one year.

3. A model for bentonite swelling based on double porosity

Figure 1. Illustration of multiple pore scales in bentonite
The multiple scales of porosity of bentonite are illustrated in Figure 1. The nanopores or interlamellar pores are the ones that exist between the unit clay layer (TOT) within a clay stack. The clay stacks are in turn flocculated into aggregates. The space between the clay stacks constitutes what we call micropores in this work. The expansion of the diffuse double layer (DDL) in the micropores due to electro-chemical forces is assumed to be responsible for most of the swelling of bentonite, although the molecular forces at the nanopore scale may also play a significant role. Considerations of mass balance of water and total dissolved solids in the macropore and micropore spaces, together with mass exchange between the two pore types, result in a set of governing equations that represent: i) porewater flow in the macropores and micropores and water exchange between the two types of pores; ii) solute transport in micropores and macropores and exchange of solutes between them; and, iii) a phenomenological equation for the swelling pressure which depends on the shrinkage or expansion of the DDL in the micropores.

4. Modelling results and discussion

The modelling results are in good agreement with the experimental data as shown in Figure 2. It is shown that the high salinity of brine substantially reduces the swelling potential when compared to the case for de-ionized water hydration. Samples with higher initial dry density have higher swelling potential for both types of water. Samples with pure bentonite also have higher swelling potential than samples made of bentonite-sand mixture. In the case of brine, there is an early increase in the swelling pressure, followed by a decrease to much smaller values with time. The above finding is interpreted as follows: water from the macropores first infiltrates into the micropores resulting in an early increase of the swelling pressure with chemical transport into the micropores lagging behind the water infiltration due to the known semi-permeable membrane effect. Therefore the salt concentration takes more time to increase in the micropores, resulting in a gradual decrease in the swelling pressure due to the shrinkage of the DDL.

![Figure 2](image)

Figure 2. Swelling pressure of bentonite seals. The symbols (e.g. B_1.61_DI) indicate B (bentonite) or SB (sand-bentonite mixture) at the initial dry density (e.g. 1.61 Mg/m$^3$) followed by the type of infiltrating water (MW for model water or brine, DI for de-ionized water).
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2. Modelling of instabilities and localized deformation
1. General

The hydraulic stimulation of deep geothermal reservoirs is characterized by the creation of hydraulically driven fractures, which eventually interact with pre-existing fractures and natural faults. In the presentation, two computational modelling strategies formulated in a coupled poromechanics framework are discussed: IGFEM-XFEM and Variational-interface models.

2. IGFEM-XFEM Model

In the interface-enriched generalized finite element method (IGFEM)-XFEM model cracks and borehole geometries are directly incorporate in the underlying mesh and no costly re-meshing is needed [1, 2, 3]. In contrast to the classical approach the fluid flow inside the crack is modelled explicitly and coupled with the pressure field of the porous media flow, which is approximated by the IGFEM using linear shape functions for the pressure field across the crack. The advantage of the IGFEM is the straightforward definition of Dirichlet boundary conditions on non-matching meshes, like crack interfaces. The explicit fluid flow in the crack is coupled with the flow in the porous bulk medium by means of Lagrange multipliers by prescribing the pressure of the explicit fluid flow to the pressure of the porous media flow. A gradient jump in the porous media pressure field is described using the IGFEM as

\[ p(x) = \sum_{i=1}^{n} N_i(x) p_{pl} + \sum_{i=1}^{n_{en}} \psi_i(x) \alpha_i \]

where \( \psi_i(x) \) are the enriched shape functions, \( \alpha_i \) are the enriched degrees of freedom that lie on the intersection points of the fracture with the elements. Figure 1 shows how the enriched shape functions are generated by the standard shape functions of the children elements (1) and (2) in an intersected parent element. With regard to the nodal numbering of the children elements, for the situation shown in Figure 1, the enriched shape functions are given as

\[ \psi_1(x) = N_1^{(2)}(x) + N_2^{(1)}(x), \quad \psi_2(x) = N_1^{(1)}(x) + N_2^{(2)}(x). \]

Figure 1. IGFEM - enrichment functions and element partitioning
3. Variational-interface model

The variational-interface model, based on an energetic competition between the elastic and fracture energies, is formulated with help of the zero-thickness interface elements embedded into a discretized system and inserted between the bulk finite elements over the entire domain [4]. Assuming the brittle behavior of rocks, the proposed model is formulated on the basis of Griffith’s criterion of crack equilibrium. The total energy of a mechanical system is decomposed into the bulk, interface and fracture surface energies. Minimization of the total functional is a solution of the fracture propagation problem. For the sake of smoothness and convergent behavior of the Newton-Raphson scheme, the fracture state in the interfaces is regularized with a new degree of freedom $c$ approximated only along the interface zones. The equilibrium point for each loading step is achieved by the staggered-scheme proposed in [5] where, first, the mechanical problem is solved and, subsequently, the damage variable is obtained. The staggered iterations continue until a convergence criterion is met. The variational-interface approach is easily extendable for 3D-settings without considerable effort. Furthermore, the proposed model is formulated for the theory of poroelasticity. The interface elements are adapted to the Biot’s theory using the effective stress concept. Additionally, a mass balance equation for the interface element is constructed with help of the damage variable distribution and cubic law. The hydraulic fracturing problem is solved by the backward-Euler scheme with the internal nonlinear Newton-Raphson iterations.

4. Benchmarks

The proposed models are validated with the analytical solutions provided in [6] for both fracturing regimes: toughness and viscosity. Additionally, the influence of the leak-off and the back-stress phenomena is analyzed using an one-dimensional fracture problem. Furthermore, a number of numerical benchmarks are performed for an analysis of the interaction of existing cracks and influence of the confining stresses on the hydraulic fracturing.
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1. Extended abstract

The discrete element method (DEM) [1] is widely used in geomechanics to simulate the behavior of granular materials. Although this model, and variants thereof [2, 3], have been successful in replicating experimental results at the bulk scale [4], they have not been compared to experimental results at lower length scales, such as that of strain localization. Here, we use another variant of DEM called the level set discrete element method (LS-DEM) [5], which represents arbitrary particle geometries via level set functions, to simulate a specimen of more than 53,000 particles in triaxial compression, capturing not only its macroscopic stress-strain and volume-strain behavior, but also its localized behavior, in this case, the shear band that forms [6].

Because LS-DEM can capture arbitrary particle geometries, we choose to simulate a specimen of a natural granular material, Hostun sand. This has two advantages: one, we show that LS-DEM is capable of simulating natural granular materials with complex particle shapes, and two, we glean these particle shapes from an X-ray computed tomographic (XRCT) image of an experimental specimen through a process called LS-imaging [7], which allows direct comparison with experimental results. LS-imaging, from an XRCT image, constructs a virtual specimen where every particle has the same geometry as its corresponding particle in the experimental specimen.

After the imaging process, which provides initial conditions to the LS-DEM simulation, the computational specimen is compressed triaxially under the same loading conditions as the experiment. Figure 1a-b shows the LS-DEM specimen before and after triaxial compression, respectively, and Figure 2 shows the stress-strain and volume-strain responses of both the experimental and LS-DEM specimens.

In addition to similar stress-strain and volume-strain responses, in the LS-DEM simulation, a shear band, of similar thickness and inclination as that in the experiment, forms. Furthermore, inside the shear band, local deviatoric strains and particle rotations are similar to those in the experiment: Figure 1c shows the local incremental deviatoric strains in a slice of the LS-DEM specimen at the end of loading, and Figure 1d shows that quantity in the same slice of the experimental specimen. This gives us reason to believe that additional quantities in the simulation are also accurate; one such quantity we can compute in the simulation but cannot compute experimentally is the measurement of interparticle forces. In our LS-DEM simulation, we can see the evolution of these interparticle forces and their effect on stress. In particular, the stress state inside the shear band rotates as loading proceeds, but the stress state outside the shear band remains oriented toward the direction of loading.

Continued development of LS-DEM to simulate additional stress paths, in particular, those that are difficult to perform experimentally, could have implications on plasticity modeling.
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Figure 1. LS-DEM specimen at the (a) beginning and (b) end of triaxial compression. Local incremental deviatoric strains in a slice of the (c) LS-DEM and (d) experimental specimens.

Figure 2. Macroscopic stress-strain and volume-strain graphs of experiment and LS-DEM simulation.


BOREHOLE STABILITY IN BRITTLE ROCK
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1. Introduction

Borehole stability and its prediction is an important part of the production from reservoirs. The failure takes place in the form of breakouts, whose geometry depends on the properties of the rock and the stress state. Due to the softening behavior of the rock, simulating the procedure poses significant challenges. This is especially the case, when the failure of the rock around the borehole is brittle, as continuity is lost. In the present work, a semi-analytical method based on conformal mapping is presented for the simulation of borehole breakouts in the brittle regime. In what follows, the method is described briefly and some results are presented. Possible extensions to general stress states are discussed. Finally, conclusions are drawn.

2. Method

For the sake of brevity, the basics of conformal mapping will not be repeated here. The interested reader may find their details in [1]. In the specific case, the mapping to the exterior of an arbitrarily shaped opening in the \( w \)-domain from the exterior of the unit circle in the \( z \)-domain will be considered. The goal is to find an approximate mapping of the form

\[
w = \sum_{n=0}^{k} q_n z^{1-n}
\]  

(1)

where \( q_n, n = 0, \ldots, k \) are complex constants, that will map the unit circle \(|z| = 1\) on the desired boundary in the \( w \)-space. It is noted that the arguments of \( z \) and \( w \) do not necessarily coincide. A variation of the method of simultaneous equations is used here, introduced by Kantorovich [2]. The actual boundary can theoretically be expressed as a real function of the angle \( \theta \) and the same holds for its square. Expressing the curve of the boundary as a complex equality and equating the terms with the same exponents provides the solution. This method can be applied when the function of the boundary in the \( z \)-space is known, which is generally not the case. To circumvent the problem, a procedure similar to the one suggested by Fornberg [3] is used here. The \( k \)-roots of unity in the \( z \)-space are used.

![Figure 1. Shape fitting.](image)

(a) Horse-shoe tunnel.  
(b) Dog-ear - large angle.  
(c) Dog-ear - small angle.
for the series expansion. For the first iteration, it is assumed that the arguments correspond with the ones of the corresponding points in the $w$-space. Then, the method suggested above is used and an approximate mapping is evaluated. The arguments of the points in the $w$-space are assessed again and the values of the function $f(\theta)$ are evaluated again. The procedure is repeated, until a satisfactory fit is achieved. Examples are shown in figure 1 for 100 terms.

![Graph showing progressive failure in a round borehole.](image)

Figure 2. Progressive failure in a round borehole.

A similar method of equating the coefficients of exponents of the same order is used to approximate the coefficients of the analytical functions for the evaluation of the stress field. The areas that fail are removed and the procedure is repeated. An example is shown in figure 2 using 20 terms.

3. Extensions

Though the example presented here was evaluated using a two-dimensional stress field, the underlying assumption of plane strain conditions can be used to solve the problem for any initial stress state, even if that is not coaxial to the borehole. As out of plane strains are equal to zero and in-plane strains are known, the out of plane stress components can be easily evaluated, if their initial values are known. This means that arbitrarily oriented stress fields can be considered, in conjunction with failure criteria taking into account all three stress invariants.

4. Conclusions

As may be observed from the examples presented above, the use of numerical conformal mapping, as suggested in the present work, provides suitable solutions to the problem of brittle borehole breakouts. In spite of its formulation in two dimensions, the method is not restricted to two dimensional stress states or failure criteria. It is characterized by a rather low numerical cost, given that the results shown in figure 1 required a total of 12 sec, while the result in figure 2 a total of 68 sec on a personal computer.
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MODELLING OF HYDRAULIC FRACTURING IN ROCKS
USING COUPLED DEM/CFD APPROACH
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1. Introduction

Hydraulic fracturing is a well stimulation technique to increase the productivity of petroleum reservoirs in which rocks are fractured by a pressurized liquid. The process involves the high-pressure injection of fluid (primarily water, containing sand or other proppants suspended with the aid of thickening agents) into a wellbore to create cracks in the deep-rock formations through which natural gas and petroleum will flow more freely. When the hydraulic pressure is removed from the well, small grains of hydraulic fracturing proppants hold the fractures open. The modelling of the fluid-driven fracture propagation into rocks comprises the coupling of different physical mechanisms, including deformation of the solid skeleton induced by the fluid pressure on fracture surfaces, flow of the pore fluid along new fractures and through the region of surrounding existing fractures and pronounced heat changes. There are two main approaches for modelling the propagation of hydraulically driven complex fracture patterns: continuum-based models and discontinuous meso-scale models at the grain level. The continuum-based meso-scale models are obviously unable to fully render meso-scale coupled thermal-hydraulic-mechanical effects. As compared with conventional continuum mechanics methodologies used in most of existing numerical studies, discontinuous meso-scale models at the grain level (such as the discrete element method (DEM)) are more realistic since they allow for a direct simulation of meso-structure and are very useful for studies of the mechanism of the initiation, growth and formation of fractures [1], [2]. Various methods were developed to model fluid flow in pores and fractures at the grain level when using DEM. The commonly used approach to describe fluid flow and predict interaction mechanisms between flowing fluid and particles was the pore-network modelling that assumed that fluid flows through channels connecting pores that accumulate pressure. In this approach, a simplified laminar viscous Poiseuille flow [3] or Stokes flow [4] are usually assumed. The pore network model is built through a weighted Delaunay triangulation over the discrete element packing. The finite volume method is usually applied to solve the governing equations of motion. [3]. The model may describe incompressible [5] or compressible fluids [6]. Most of DEM/CFD models meet the following simplified assumptions [3]: isothermal conditions, single phase flow, laminar fluid flow in pores and fractures and small grains displacements in rocks. In the paper, a significant extension of the pore-network model is proposed (called virtual pore network (VPN)).

2. Fluid flow model

The VPN model accurately reproduces grains and voids geometry (pores and fractures). The voids and fractures (fluid domain) are discretized with the aid of triangular (in 2D) or tetrahedral (in 3D) control volumes (called the virtual pores). Similarly to the pore-network method, the virtual pores are connected by channels that connect their gravity centres. Fluid flows in channels while virtual pores accumulate pressure and volume fraction of phases. The Poiseuille flow model is assumed in channels. To model multiphase flow of compressible fluid, the fluid volume (VOF) model [7] is implemented. VOF is a surface-tracking technique applied to a fixed Eulerian mesh and can simulate two or more immiscible fluids by solving a single set of equations. Hence, the Poiseuille flow equation can be expressed for 3D problems and secondary-phase fluids as:
\[
\frac{\partial}{\partial t} \left( \alpha_q \rho_q h \right) = \frac{\partial}{\partial x} \left( \alpha_q \rho_q \phi h^3 \frac{\partial \rho}{\partial x} \right) + \frac{\partial}{\partial x} \left( \alpha_q \rho_q h^3 \frac{\partial P}{\partial x} \right),
\]

where index \( q \) denotes the liquid phase, \( \alpha_q \) is the volume fraction, \( \rho_q \) is the density, \( h \) is the hydraulic channel aperture, \( \mu_q \) is the dynamic viscosity and \( P \) denotes the pressure. Equation 1 is not solved for the gas phase that is computed based on the following constraint \( \sum_{q=1}^{2} \alpha_q = 1 \). In order to capture large grain displacements in rocks, a special transformation algorithm is applied, based on the assumption that mass is a topological invariant. This algorithm transforms simulation results computed at time step ‘n’ in the old grid to the new grid that may be significantly geometrically deformed. It enables to investigate fluid flow in topologically variable pores and fractures (i.e. some pores and fractures may vanish and new ones may appear).

3. Coupled DEM/CFD simulation results

The microscopic mechanical constants for rocks were calibrated with preliminary DEM simulations of uniaxial compression and splitting tension [2]. The rock material was described as 3-4-phase material. VPN was calibrated by simulating permeability tests.

The series of numerical coupled DEM/CFD simulations were performed to study the process of filling pores and fractures with the fracturing fluid in rock specimens. The influence of the fluid pressure, fluid velocity, initial rock porosity, location and number of existing discontinuities (faults, joints, bedding layers) on the initiation and propagation of hydraulic fractures was carefully investigated. The numerical results were qualitatively in agreement with the experiments with respect to the fracture pattern.

4. Conclusions

In contrast to commonly used pore-network approaches, VPN reproduces more realistically fluid flow in pores and fractures in rocks and enables also to investigate multi-phase fluid flow. A strong relationship between the initial fraction of the liquid phase in pores and fractures and the propagation speed of the hydro-fracking process was observed in coupled DEM/CFD analyzes. The impact of initial discontinuities in rocks on the hydraulic fracture geometry was also pronounced.

5. References

1. Basic strong discontinuity model

In strong discontinuity finite element models a standard FEM formulation is enriched by considering an opening crack or sliding shear surface embedded within the finite element mesh. The discontinuity in the displacement field is directly taken into account, hence the “strong” designation, rather than “weak” discontinuity models in which the displacement field is continuous and there is a jump in the strain field. In [1] a systematic study and classification of embedded discontinuity models within a unified framework was presented, with the conclusion that optimal performance is achieved when using what is named a “SKON” (statically and kinematically optimal nonsymmetric) formulation. The main characteristics of this approach are here briefly summarized.

In standard FEM formulation, the nodal displacement vector $\mathbf{d}$ is linked to the strain vector $\mathbf{\varepsilon}$ through the kinematic condition $\mathbf{\varepsilon} = B \mathbf{d}$, $B$ being the strain interpolation matrix containing the derivatives of the shape functions, and this strain vector is in turn linked to the stress vector $\mathbf{\sigma}$ by means of some assumed constitutive law $\mathbf{\sigma} = D \mathbf{\varepsilon}$, of which the simpler form would be linear elasticity ($D = D_\varepsilon$). An equilibrium equation can be written, arriving at the well-known expression:

$$ f_{\text{int}} = \int_A B^T \mathbf{\varepsilon} \, dA = \int_A B^T D_\varepsilon \mathbf{d} \, dA . $$

In the “SKON” approach, the displacement field is decomposed into a continuous part linked to the stress-deformation behaviour of the medium, and a discontinuous part deriving from the opening and sliding of the discontinuity. Within a single element, the displacement jump is approximated by a piecewise constant function, on the grounds that elements with linear displacement interpolation functions are being used throughout [2]. The kinematic condition is hence written in the form $\mathbf{\varepsilon} = B (\mathbf{d} - H \mathbf{e})$, in which the discontinuity has been represented by a column vector $\mathbf{e} = [e_n, e_s]^T$, containing the two additional degrees of freedom $e_n$ and $e_s$ which correspond to the jump in the displacement field in directions normal and parallel to the discontinuity, and $H$ is a matrix reflecting the effect of the displacement jump on the nodal displacements. The idea is to subtract the contribution of the displacement jump from the nodal displacement vector $\mathbf{d}$, thus linking the strains in the bulk material only to the displacements produced by the continuous deformation.

The tractions transmitted by the crack, represented by a column vector $\mathbf{t}$, must be linked to the discontinuity displacement vector $\mathbf{e}$ by some appropriate constitutive law. Various possibilities are available; for example, a law in damage format is proposed in [2]. A final static condition needed to complete the model is formulated as a natural stress continuity condition, requesting that the traction vector across the discontinuity $\mathbf{t}$ must be equal to the stress vector components in the direction normal and parallel to the discontinuity, similar to static boundary conditions.

2. Combination with original constitutive law

In the model here presented, which was first conceived in [3], and subsequently used for the modelling of hydraulic fracturing in [4], a discontinuity surface embedded in a medium is described as a continuous distribution of edge dislocations, thus quantifying the relative displacements across the discontinuity surface. In particular, the relative opening or sliding displacement at a point $x'$ of the discontinuity is expressed as the elementary dislocation strength $db(x')$ column vector; this in
turn is expressed in terms of dislocation density $\delta(x')$, which is better suited for the mathematical solution of the resulting equations, by writing $db(x') = \delta(x')d\Gamma$ where $d\Gamma$ is a portion of the discontinuity surface. Through the use of existing standard fundamental solutions $\Psi(x,x')$ from the theory of linear elasticity, which quantify the stress and displacement fields due to a point dislocation in an elastic medium, it is possible to write integral equations which express the effect produced by the discontinuity in any point of the medium:

$$\sigma(x) = \int_{\Gamma} \Psi(x,x') \delta(x') d\Gamma . \quad (2)$$

These equations, using appropriate discretization techniques, can be transformed into a relationship between tractions and the discontinuity displacements, and can therefore be used as an internal constitutive material law linking the $t$ and $e$ column vectors of the “SKON” formulation.

Furthermore, in this case there is no need to make any assumption or simplification regarding the displacement jump values. The nodal displacement vector $d$ is still decomposed into a continuous part deriving from the stress-deformation behaviour of the medium and a discontinuous part arising from the discontinuity, but in this case the displacements linked to the discontinuity are expressed by means of appropriate displacement influence functions existing in the literature for an edge dislocation embedded in a continuous linear elastic medium.

3. The resulting formulation

The combination of these two models leads to an original finite element formulation for a medium containing embedded discontinuities. The bulk material equations are the standard FEM expressions (Eq.1), while the discontinuity is separately discretized and a number of nodes is defined, for which expressions deriving from Eq.2 are written. Appropriate coupling equations are added, constructing a resolving system which will of course be non-symmetric.

The initial geometry of the discontinuities must be known; this is not a limitation to the model, since the major interest is not to predict crack propagation, but to investigate and calculate global stress-deformation behaviour of a material containing discontinuities. The main advantage is that linear elasticity is applicable. This mathematical approach is justified by actual observed behaviour: in fact, it is often the case in soil mechanics that the whole stress-deformation behaviour of a large soil mass is determined by the presence of discontinuities in its interior, rather than by some complex constitutive law pertaining to the entire soil volume. Progressive failure of slopes due to shear band propagation is a significant example.

The model has been validated in the case of a well-documented excavation in which the position of two shear bands can be inferred from experimental data. The results obtained from the model in terms of ground surface settlements match the measured values very closely.
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A ISOGEOMETRIC FE METHOD FOR SATURATED AND UNSATURATED SOILS WITH SECOND GRADIENT REGULARIZATION
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1. Motivation

It is well known that, upon failure of geotechnical structures, the displacement and strain fields are usually characterized by the presence of localized shear zones where high strain gradients occur, also called shear bands. This work aims at modeling the phenomenon of strain localization by means of a local second gradient regularization technique belonging to the family of generalized continua with microstructure [1]. This technique allows to obtain objective solutions free of the pathological mesh dependency which is observed in classical finite element solutions obtained with local constitutive models. In the numerical implementation of the theory, an Isogeometric Finite Element formulation has been adopted. The higher order of continuity guaranteed by the basis functions employed in IsoGeometric Analysis (IGA) [2] allows a straightforward implementation of the second gradient continuum approach, which requires C1–continuous approximations of the displacement field.

2. Coupled HM formulation

A fully coupled formulation for hydromechanical problems in unsaturated porous soils is considered in this work. Let $S_u$ and $S_w$ be the spaces of solutions for the fields $(u, p_w)$, and $V_u$ and $V_w$ the corresponding space of variations. The variational formulation of the coupled flow and deformation problem in a unsaturated, 2nd gradient soil is given as follows: find $u \in S_u$ and $p_w \in S_w$ so that, for any $\psi_u \in V_u$ and $\psi_w \in V_w$, we have:

$$G(u, p_w, \eta) = \int_B (\sigma'' \cdot \nabla^2 \eta + \Sigma \cdot \nabla \eta) \, dv - \int_B S_w p_w \nabla \cdot \eta \, dv$$

$$- \int_B \rho b \cdot \eta \, dv + \int_{\partial B} (t \cdot \eta + T \cdot D\eta) \, da = 0$$

$$H(u, p_w, \psi_w) = \int_B \psi_w (C_w + C'_s) \hat{p}_w \, dv + \int_B \psi_w S_w \nabla \cdot v^* \, dv$$

$$- \int_B \nabla \psi_w \cdot w^w \, dv + \int_{\partial B} \psi_w \tilde{q}_w \, da = 0$$

where, for what concerns the 2nd gradient contribution, $\Sigma$ is the double stress tensor and $T$ the double traction vector on the boundary $\partial B$, doing work on the normal derivative of the virtual displacement $D\eta := (\nabla \eta) n$.

After numerical time integration of eq. (2) and the spatial discretization with NURBS–based shape functions, the solution of the discrete evolution problem at time station $t_{n+1}$, over the time step $\Delta t_{n+1} = t_{n+1} - t_n$, is provided by the following system of non–linear algebraic equations:

$$f^{\text{int}}(d_{n+1}) + f^{\text{int}}_s(d_{n+1}) - g_s(p_{n+1}) - f^{\text{ext}}_{b,n+1} - f^{\text{ext}}_{T,n+1} = 0$$

$$s_u(p_{n+1}) + g_w(d_{n+1}) - \Delta t_{n+1} h^{\text{int}}(d_{n+1}, p_{n+1}) - \Delta t_{n+1} h^{\text{ext}}_{n+1} = 0$$

where $f^{\text{int}}_s(d_{n+1})$ and $f^{\text{ext}}_{T,n+1}$ are the 2nd gradient contributions to the internal and external force vectors, respectively.
In order to capture the coupling effects between the solid and fluid phases induced by the irreversible dilation or contraction experienced by the solid skeleton upon loading, an advanced three-invariant isotropic hardening elastoplastic model for bonded soils [3] is adopted to describe the standard part of the constitutive model for the solid skeleton. An isotropic linear elastic relationship between the hyperstress tensor and second displacement gradient has been adopted for the second gradient part of the constitutive model, uncoupled from the standard part.

3. Selected results

The capabilities of the proposed approach are demonstrated by means of some representative IBVPs. Fig. 1 shows some results from the simulation of rainfall–induced failure of a partially saturated slope upon water infiltration from the ground surface.

Figure 1. Rainfall–induced failure of a slope: a) problem geometry; b) domain discretization; c) contours of the second invariant of strain for two different discretizations; d) contours of the magnitude of $\nabla\nabla u$, in log–scale, for two different discretizations.

The results show that the proposed approach is capable of capturing the localized failure mechanism developed after about 70 h from the beginning of the rainfall, and provides a smooth resolution of the high pore pressure gradients observed close to the downward propagating wetting front. The solution obtained is independent from the discretization adopted. This proves that the second gradient regularization ensures objective results, effectively removing the mesh dependency of classical FE implementations in presence of strain localization.
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MICROMECHANICAL STUDY OF INSTABILITY IN GRANULAR MATERIALS USING $\mu$-GM CONSTITUTIVE MODEL
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1. Introduction

Previous studies on the micromechanics of granular materials have succeeded in relating macroscopic variables such as stress and strain to their microscopic origins in relation to contact forces and displacements [1, 2]. Whereas such micro-macro relations have often been implemented into continuum based constitutive models, a coherent constitutive framework which properly relates stresses to strains through their respective multiscale expressions is still missing in the literature.

Following a decomposition of particle-scale mechanisms [3], the current study presents a novel micromechanical framework, named $\mu$-GM, from which a rate-independent, incrementally nonlinear constitutive model naturally emerges based on multiscale expressions for stress and strain [4, 5]. The developed model is next implemented into a Finite Element Modelling (FEM) solver to investigate the strain localization and instability characteristics of granular materials. The results indeed show that the microstructure within the shear band matches that at critical state in diffuse failure. Further investigations into the spatial variation of microvariables inside, outside, and near the shear band shed new lights into the micromechanical origins of instabilities in granular materials.

2. $\mu$-GM Model

The modelling procedure starts from the basic assumption that increments of stress and strain in granular materials can be expressed in terms of a common statistical descriptors:

$$\dot{\sigma} = K \dot{S}, \quad \dot{\varepsilon} = L \dot{S}$$  \hspace{1cm} (1)

where $\{\sigma, \varepsilon \in \mathbb{R}^m\}$ are stress and strain vectors, and $\{S \in \mathbb{R}^l\}$ is a vector that contains prominent statistical microvariables, such as anisotropy parameters, coordination number and the likes, with $l \geq m$. The static and kinematic transfer matrices, $K$ and $L$, denote $\mathbb{R}^l \rightarrow \mathbb{R}^m$ transformations that are not invertible. Thus, for a constitutive model to emerge, $l - m$ additional relations between elements of $\{S \in \mathbb{R}^l\}$ should exist to render the system of equations deterministic. These additional “consistency relations” describe the interdependencies among the microvariables.

Based on the observations in [3], the microvariables are assumed to evolve due to non-dissipative ($nd$) and dissipative ($d$) mechanisms whose effects are assumed to be additive with reference to two different kinematical transformations, $L_{nd}$ and $L_d$. Thus,

$$\dot{S} = \dot{S}_{nd} + \dot{S}_d, \quad \dot{\varepsilon}_{nd} = L_{nd} \dot{S}_{nd}, \quad \dot{\varepsilon}_d = L_d \dot{S}_d$$  \hspace{1cm} (2)

with total strain increment being $\dot{\varepsilon} = \dot{\varepsilon}_{nd} + \dot{\varepsilon}_d$. The static transformation matrix, $K$, is the same for both mechanisms. The consistency relations are also assumed to be expressed for each mechanism separately, i.e.

$$C^i \varepsilon_{nd}(S_{nd}) = 0 \rightarrow \frac{\partial C^i \varepsilon_{nd}}{\partial S_{nd}} \dot{S}_{nd} = 0, \quad C^i \varepsilon_d(S_d) = 0 \rightarrow \frac{\partial C^i \varepsilon_d}{\partial S_d} \dot{S}_d = 0$$  \hspace{1cm} (3)

With enough consistency relations, and a variable $\beta$ to describe the evolution of the two mechanisms [4], the system of equations can be closed and a constitutive model emerges in the following form:

$$\dot{\sigma} = D \dot{\varepsilon}, \quad D = \beta D_{nd} + (1 - \beta) D_d$$  \hspace{1cm} (4)

The system of equations in its general form also predicts the evolution of microvariables in $S$ which can be used to incrementally update the state of material.
3. FEM Simulations and Discussion

The developed model has been implemented into FEM to simulate the response of an initially dense sample to biaxial loading condition. With direct access to microvariables, the constitutive model enables us to visualize the evolution of the microstructure in different failure modes, see Fig. 1.

Figures 1-(a), (b), (c), and (d) present the distribution of deviatoric strain and void ratio, as well as coordination number and fabric anisotropy. As expected, the void ratio within the shear band is larger than the one outside it. While not presented here, the stress-strain response of the Gauss points within the shear band approached the critical state, indicating a locally diffuse failure mode. The larger void ratio within the shear band is accompanied by smaller values of coordination number. Intriguingly, Fig. 1-(d) shows that the fabric anisotropy is maximum at the boundary of shear band. This has been further investigated in Figs. 1-(e), (f), and (g) where the evolution of deviatoric stress ($q$), volumetric strain, and the fabric response are presented. The trends in these figures indicate that the fabric anisotropy inside and outside the shear band decreases as the former approaches the critical state, and the latter undergoes unloading. However, a point on the boundary of shear band follows a path with more pronounced volume change that does not approach the critical state.

![Spatial distribution of microvariables](image)

Figure 1. Spatial distribution of (a) deviatoric strain, (b) void ratio, (c) coordination number, and (d) fabric anisotropy. Sub-figure (e), (f), and (g) present the variation of deviatoric stress, volumetric strain and the fabric response during the loading for three selected points inside, outside and on the boundary of shear band.
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1. Introduction

This presentation gives an overview of the research conducted by the authors in relation to description of the onset and propagation of localized damage in cohesive-frictional materials. The first part provides a brief outline of the formulation of the problem. The propagation of damage is described in terms of an embedded discontinuity approach, which employs volume averaging [1-3]. The approach incorporates the notion of a ‘characteristic dimension’, which is explicitly defined as the ratio of the area of macrocrack to the selected reference volume, the latter identified with that of a finite element containing the discontinuity. Some numerical examples are provided, which include a mixed-mode fracture test as well as a three-point bending of a specimen with an inclined notch (3D case). The next part of this work deals with description of chemo-mechanical interaction in geomaterials and its coupling with the onset and propagation of localized damage. First, a general formulation of the problem is reviewed, which incorporates the framework of chemo-plasticity. The areas of applications of this approach include description of the intergranular pressure solution in chalk as well as the alkali-aggregate reaction in concrete. The focus in the presentation is on the latter topic. In particular, the issue of the size effect in concrete structures, subjected to a broad range of loading conditions that include a chemo-mechanical coupling, is addressed. Numerical examples deal with a series of three-point bending tests as well as compression tests. For continuing alkali-silica reaction, it is demonstrated that by increasing the size of the structure, a spontaneous failure may occur under a sustained load. It is clearly shown that the size effect is associated with propagation of localized damage whose description requires an explicit definition of a characteristic length.

2. Modeling of fracture propagation via a constitutive relation with embedded discontinuity

The onset of localized deformation and the orientation of the localization plane can be defined based on the bifurcation criterion. The damage propagation process is modelled through an enhanced discrete representation of the constitutive law with embedded discontinuity [3]. For a discontinuous motion, the symmetric part of the velocity gradient is defined as

\[ \nabla^S \mathbf{v}(x,t) = \nabla^S \hat{\mathbf{v}}(x,t) + \mathcal{H}(\phi) \nabla^S \bar{\mathbf{v}}(x,t) + \delta(\phi) (\mathbf{n} \otimes \bar{\mathbf{v}})^S \]

Here, \( \hat{\mathbf{v}} \) and \( \bar{\mathbf{v}} \) are two continuous functions, \( \mathcal{H}(\phi) \) is the Heaviside step function and \( \phi = \phi(x,t) \) is the level-set function that represents the geometry of the crack. Note that \( \nabla^S \mathcal{H}(\phi) = \delta(\phi) \nabla \phi \), where \( \delta \) is the Dirac delta function and the gradient of a level-set function represents the normal to the surface, i.e. \( \nabla \phi = \mathbf{n} \). Taking the volume average of the last term in the equation above, which is associated with localized deformation along the macrocrack, leads to a resolution of the total strain rate into two elementary parts. The first one, denoted as \( \dot{\epsilon} \), is associated with the intact part of the reference volume, while the other one, referred to as \( \dot{\epsilon} \), represents the discontinuous motion along the crack averaged over this volume, i.e.

\[ \dot{\epsilon} = \dot{\epsilon} + \dot{\epsilon} \quad \text{where} \quad \dot{\epsilon} = \mathcal{N}(\mathbf{n} \otimes \mathbf{g})^S \]

In the expression above, \( \mathbf{g} \) is the velocity discontinuity along the interface, i.e. \( \mathbf{g} = \| \mathbf{v} \| = \| \mathcal{H} \| \hat{\mathbf{v}} \) and
\[ \chi = \Delta a / \Delta v \] where \( \Delta a \) represents the surface area of the crack within the considered referential volume \( \Delta v \). By imposing now the continuity of traction along the interface, the constitutive law is obtained, viz.

\[
\sigma = \tilde{D} : \dot{\varepsilon} ; \quad \tilde{D} = D - D : E : D , \quad E = \chi n \otimes (K + \chi n \cdot D) \otimes n
\]

where \( K \) is the tangential operator which defines the interfacial properties. The latter can be identified by invoking, for example, a plasticity framework that incorporates strain-softening and relates the velocity discontinuity to the rate of traction. In the numerical implementation, the volume of the finite element is perceived as a reference volume and the macrocrack is traced in a discrete manner by using the level-set method. Within this scheme, the failure/bifurcation criterion is checked in the candidate elements adjacent to the crack tip and, if met, the average direction of propagation is established. In 3D case, in order to avoid numerical difficulties associated with an abrupt change in the crack surface orientation, a crack smoothing algorithm has been implemented.

In order to illustrate the framework some numerical examples are provided. The first one deals with simulation of a mixed-mode cracking test and the results based on embedded discontinuity approach are directly compared with XFEM simulations. The predictions from both these methodologies are virtually identical and are consistent with the experimental data; this gives the advantage to the former scheme in view of its simplicity in the numerical implementation. The follow up example involves numerical analysis of fracture propagation in 3D conditions. In particular, a three-point bending test is simulated in which the fracture pattern involves a progressive twisting of the crack surface and its propagation in the direction aligned with that of the prescribed displacements.

The next part involves modeling of the mechanical response associated with a chemomechanical interaction and the evolution of localized damage resulting from this coupling. First, a chemo-plasticity framework is outlined for which the kinetics of the reaction is examined in the context of the alkali-silica reaction in concrete/reinforced concrete. The numerical examples are focused on the assessment of deterministic size effect in concrete structures experiencing different fracture modes that include tensile failure, formation of macrocracks in compression regime as well as damage due to chemical interaction (cf. [4]). It is clearly shown that the size effect is triggered by the onset and propagation of localized damage; the latter associated with strain-softening, whose rate is controlled by a ‘characteristic length’ that needs to be uniquely defined. For continuing alkali-silica reaction, it is demonstrated that, by increasing the size of the structure, a spontaneous failure may occur under a sustained load.
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3. Modelling of thermo-hydro-mechanical coupling and other transient problems
1. Introduction

The development environmentally effective engineering strategies for the long-term disposal and storage of heat-emitting nuclear fuel waste continues to be a challenge to many countries that rely on nuclear power for energy production. Deep geologic disposal concepts for the heat-emitting nuclear waste are favored by many countries. Even though several fabricated metallic and geologic barriers are used to retard radionuclides migration, the rock formations in which a deep geologic repository is located is expected to provide the greatest retardation potential for the release of radionuclides to the environment. The candidate geologic formations tend to vary from country to country and these include the argillaceous boom clays in Belgium, the granitic rock formations in Canada, Finland, Switzerland and Sweden, the Callovo-Oxfordian clay-rock formations in France, the Opalinus clays in Switzerland and the argillaceous rocks in Canada. These rocks present unique research challenges in terms of the characterization of the thermo-hydro-mechanical behaviour of the formations so that the performance of a deep geologic repository can be assessed for the validation of the proof of concept. A recent research activity of the Canadian proposals for the siting of a deep geologic repository for the storage of non-heat emitting low and intermediate level nuclear waste focuses on the argillaceous rock formations of southern Ontario and more specifically the argillaceous Cobourg limestone. This rock formation is characterized by its extremely low permeability ($10^{-23} \text{m}^2$ to $10^{-20} \text{m}^2$) and heterogeneity that contributes to a rock fabric with lighter nodular regions of calcite and dolomite separated by darker argillaceous partings with a composition of calcite, dolomite, quartz and a clay fraction. From a visual perspective, the Cobourg limestone is heterogeneous with influences of scale (Figure 1).

![Figure 1. The fabric of the Cobourg limestone](image)

2. Theoretical Developments

The theory of thermo-poroelasticity is the simplest extension of Biot’s classical theory of poroelasticity [1] to include influences of heat. The classical theory thermo-poroelasticity has a wide range of applications with relevance to geological disposal of heat emitting nuclear fuel waste [2], geothermal heat extraction, energy resources extraction and in geologic sequestration of greenhouse gases in supercritical form [3]. In instances where geologic disposal of heat emitting waste is contemplated, the geologic medium is expected to be relatively free of fractures so that the mode of heat transfer is primarily through conduction. Further simplifications can be introduced by developing a theory of thermo-poroelasticity where the heat conduction process is uncoupled from the elastic deformations and the fluid transport processes. The governing equations take the forms

$$(K_D + \frac{G_D}{3})\nabla(\nabla \cdot \mathbf{u}) + G_D \nabla^2 \mathbf{u} - \alpha \nabla p - K_D \beta \nabla T = 0$$

(1)
\[
S \frac{\partial p}{\partial t} + \nabla \left[ \frac{-K}{\mu(T)} \nabla p \right] + \alpha \frac{\partial (\nabla \mathbf{u})}{\partial t} - \left[ (n \beta_f(T) + (\alpha - n) \beta_t) \right] \frac{\partial T}{\partial t} = 0 \tag{2}
\]
\[
c^* v(T) \frac{\partial T}{\partial t} - k^* \nabla^2 T = 0 \tag{3}
\]
where the dependent variables are the displacement components, \( \mathbf{u} \) the pore fluid pressure \( p \) and the temperature \( T \). The application of continuum theories represented by (1) to (3), must recognize the heterogeneous character of the a rock similar to the Cobourg when testing laboratory samples of the rock and the development of effective properties of the heterogeneous rock that can be used in analytical and computational modelling. For example, the Voigt-Reuss-Hill estimates for the skeletal bulk and shear moduli of the lighter and darker rock fractions can be used in conjunction with Hashin-Shtrikman bounds to develop the deformability characteristics of the heterogeneous rock. Similar concepts can be applied to generate other material parameters encountered in (1) to (3). The suitability of the approach needs to be investigated through laboratory-scale investigations. In this research, we focus attention on the modelling of a thermo-poro-elastic behaviour of fluid inclusion that is located within the sample of the Cobourg limestone. The direct measurement of thermally-induced pore fluid pressure generation in very low permeability rock is a difficult task because of the anomaly that can be created by a pore fluid pressure measuring device. The approach requires the thermo-poromechanical characterization of the rock as well as the study of a bench-scale heater experiment [4] to observe the cavity pressure rise and decay following the boundary heating of the specimen. The approach also requires the development of micrographic images of the Cobourg Limestone fabric that is used to establish the volume fractions of the mineralogical composition of the rock that is used to estimate, among others, the Biot coefficient used in the THM modelling.

3. Concluding remarks

The weakly coupled form of thermo-hydro-mechanical behaviour of rocks is a suitable approximation for intact rocks where the heat transfer is a conductive process. With heterogeneous rocks such as the Cobourg limestone, theories of effective material behaviour can be used to develop estimates for the mechanical, physical and transport parameters. The paper discusses the development of innovative experimental configurations and techniques that can be used to examine the applicability of the reduced thermo-poroelastic modelling to heterogeneous poroelastic media. Combined approaches involving conceptual model development, computational implementations and innovative experimental simulations that are well-formulated initial boundary value problems are essential for validating the multiphasic phenomena, which will ultimately be used in establishing reliable strategies for deep geologic disposal of heat-emitting nuclear waste.
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THCM ANALYSIS OF SHALES

L. Laloui\textsuperscript{1}, A. Ferrari\textsuperscript{1}, A. Minardi\textsuperscript{1}

\textsuperscript{1} Laboratory for Soil Mechanics – Swiss Federal Institute of Technology in Lausanne (EPFL), Lausanne, Switzerland

A constant growing interest in the geomechanical behavior of shales has risen in the last decades due to their involvement in new energy-related fields such as the hydrocarbon extraction from unconventional reservoirs, the deep geothermal energy, the sequestration of CO\textsubscript{2}, and the geological storage of nuclear waste. In this context, fundamental issues are related to the involved complex multiphysical conditions where temperature, chemistry, and hydraulics are expected to play a major in controlling the mechanical response of these geomaterials. This lecture introduces the most recent advances for the laboratory testing and modelling of the THCM behaviour of shales, highlighting the effects of temperature, partial saturation (suction), and chemistry (pore fluid composition) on the mechanical behaviour of shales.

The hydro-mechanical interaction is a primary aspect to analyze the behavior of shales. Due to the low permeability and high stiffness, the coupling effect of mechanical stress and pore water pressure changes is a challenging feature to be assessed. Experimental procedure and testing equipment are developed to face these challenges and quantify the key hydro-mechanical parameters controlling the response of shales. A high-pressure oedometric cell allows for the analysis of the transition from the pre-yield behavior to the normally consolidated state, and the evaluation of the shales’ compressibility. The analysis of the settlement versus time curves yields information on the consolidation, the permeability and the creep of the material as a function of the void ratio [1]. An advance thermo-hydro-mechanical triaxial device allows the analysis of stiffness and strength properties of shales. A reliable experimental procedure to test shales in drained conditions is presented in [2]. Main results highlight the anisotropic elastic behavior of the tested shale and the stress dependence of the Young’s modulus. The observed mechanical response before the failure is highly nonlinear, with irreversible deformation exhibited upon unloading. These features clearly support the need of an elasto-plastic theoretical framework.

![Figure 1. Volumetric response of a gas shale to total suction changes [5].](image)

The behavior of shales is expected to change significantly when they move to partially saturated conditions. A workflow established for the analysis of the water retention behavior of shales in non-isochoric conditions has been developed in [3]; the method allows for the determination of the main drying and wetting paths of the water retention curves of shale. Further experimental evidence presented in [4] and [5] demonstrate also the impact of wetting and drying
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processes on the anisotropic volumetric response of shales. Figure 1 shows the volumetric response of a gas shale undergoing wetting-drying cycles performed at different mechanical stress; the graphs highlight the irreversible response and the impact of the stress on the swelling behavior.

The impact of temperature and chemical composition of pore fluid on the mechanical behavior of shales is analyzed by ad-hoc testing layouts based on the high-pressure oedometric cell previously introduced. Figure 2 shows the response of a shale to thermal loadings [6]; the graph highlights the dependency of the material’s behavior on its overconsolidated state. Further results demonstrate the impact of temperature on the yield stress of the material.

![Figure 2. Volumetric response of a shale induced by thermal loadings [6].](image)

In conclusion, the advanced experimental characterization of shales represents a key ingredient for a comprehensive analysis of their behavior and the development of constitutive models capable to reproduce their response in multiphysical conditions. The observed behavior highlights the need of an elasto-plastic theoretical framework to properly predict the response of shales when subjected to multiphysical loadings.
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1. General

The hydromechanical behaviour of argillaceous rocks exhibits a series of characteristics such as plastic strains before peak, softening, anisotropy, time-dependency (creep) and variation of permeability with damage [1]. Those features must be taken into account in the development of constitutive laws if realistic results are to be obtained. Once an appropriate constitutive model is in place, it is the possible to tackle, by numerical methods, boundary value problems representing engineering problems.

2. Constitutive model

The constitutive model has been developed in the framework of elasto-plasticity using corner-smoothed Mohr-Coulomb yield surfaces that account for hardening before peak strength and softening afterwards (see Figure 1). The corresponding increase and reduction of friction angle and cohesion are controlled by the accumulated shear plastic strain that acts as the hardening parameter.

To this basic scheme other important features have been added:
- Non-associated plasticity to prevent excessive dilatancy.
- Plastic anisotropy following the stress-scaling procedure described in Manica et al. [2].
- Time-dependent visco-plastic response to account for creep, adopting a modified form of Lemaitre’s law.

In addition, a successful representation of the coupled hydromechanical behaviour of the rock requires the incorporation of permeability enhancement due to rock damage. Although the real situation involves the generation of cracks and other discontinuities, here a continuum approach, based on the variation of permeability on the magnitude of plastic strains (represented by the value of the plastic multiplier), has been adopted. The constitutive model is fully described in [3].

3. Analysis of an excavation

A coupled hydromechanical analysis has been performed to simulate in an approximate manner the excavation of a drift in the Meuse/Haute Marne Underground Research laboratory in Eastern France [4]. The rock is a Callovo-Oxfordian claystone (COx). The drift has a 2.6 m
diameter circular section and has been excavated with a road header at 490 m depth. The drift alignment was parallel to the major horizontal principal stress. As a result, the state of stress perpendicular to the axis of the drift was practically isotropic with $\sigma_v = 12.7$ and $\sigma_h = 12.4$ MPa. The in-situ pore water pressure in zones not affected by excavations is 4.7 MPa. The excavation was simulated in plane strain using a deconfinement curve. The parameters for the constitutive model have been mainly obtained from laboratory tests on COx specimens.

As Figure 2 shows, a quite reasonable reproduction of tunnel convergences and pore pressures is achieved. It can be observed that, in spite of a practically isotropic stress state (in cross-section), horizontal movements are significantly higher than vertical ones, a clear indication of the anisotropy of the rock. The results from the simulation exhibit also anisotropy but the actual degree of anisotropy is underestimated. The time-dependent displacements observed at long times are well reproduced by the creep component of the constitutive model. The model also successfully accounts for the pore pressure increase in PRE_04 when excavation approaches as well as for the observed evolution of the PRE_05 pressure. This good agreement has been achieved in spite of the fact that the 2D plane-strain representation of the real excavation can only be approximate. It should also be noted that the rapid reduction of the water pressures in PRE_02 and PRE_03 can only be obtained only if the increase of permeability due to damage is considered.

Figure 2. Analysis of a tunnel excavation. a) Observed and computed horizontal and vertical convergences, b) Observed and computed pore pressures in borehole OHZ1521
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ON THE USE OF NITROGEN TO MITIGATE COAL SWELLING DURING CARBON SEQUESTRATION

L.J. Hosking¹ and H.R. Thomas¹
¹Geoenvironmental Research Centre, Cardiff School of Engineering, Cardiff University, Queen’s Buildings, Newport Road, Cardiff, CF24 3AA, UK

1. Introduction

Carbon sequestration in coal has in principle some very well-established benefits and drawbacks. Coal can store of large amounts of carbon dioxide (CO₂) in the adsorbed phase, even at relatively low pressures, leading to reduced compression and injection costs [1]. Moreover, the adsorption of CO₂ reduces the risk of its migration, providing a more secure store compared to other candidate reservoirs. Another important benefit is the opportunity to offset capital and operational costs by using the injected CO₂ for enhanced coalbed methane (ECBM) recovery.

Whilst field trials of carbon sequestration in coalbeds around the world have to varying levels reflected the benefits described above, the main technical challenge faced has been a low initial CO₂ injectivity followed by a further permeability loss as the coal swells in response to CO₂ adsorption [2]. Overcoming the challenge posed by coal swelling is critical for the future prospects of carbon sequestration in coal. The present work addresses this issue by examining the potential role of nitrogen (N₂) in mitigating coal swelling, the premise being results from the Yubari field trial in Japan. A series of numerical simulations have been performed to study carbon sequestration and coal permeability changes for both the injection of pure CO₂ and CO₂-rich binary gas with N₂.

2. Background of the theoretical formulation and numerical model

A coupled THCM model developed by Thomas and co-workers, e.g. [3][4], forms the basis for the numerical simulations presented in this work. The model employs a mechanistic approach to solve for heat transfer, moisture and chemical/gas transport, and mechanical behaviour. The model has been extensively verified and applied to simulate the reactive transport of multicomponent chemicals and gas in a range of geological media, e.g. [4][5]. The numerical simulations presented in this work have been performed using the reactive gas transport module of the model assuming the isothermal flow of a single phase, multicomponent gas in a coalbed described as a single porosity equivalent continuum with homogenous, isotropic and elastic properties.

3. Description of the numerical simulations performed

Three simulations have been performed for carbon sequestration in a hypothetically isolated, axisymmetric coalbed with 1 m thickness and 200.1 m radius (0.1 m radius injection well). Test A dealt with the injection of 6 tCO₂ over the 30 day simulation period. Test B again considered the injection of 6 tCO₂, this time mixed with N₂ added at 10% mole fraction. Test C considered the injection of 6 t of mixed gas comprising 90% CO₂ and 10% N₂ by mass fraction. The physical and chemical properties of coal were based on the Bowen Basin coal tested by Connell et al. [6].

The decision to deal with fixed quantities of CO₂ injection was made in preference to fixing the injection pressure to better reflect the practical reality of a carbon sequestration project, where operators would be more concerned with maintaining a certain injection rate at the most economical (i.e. lowest) injection pressure. Hence, the results of the numerical simulations are presented in terms of the predicted evolution of the gas pressure and coalbed permeability at the injection point. Analysis of the gas injection pressure required to maintain the specified rate of sequestration is then used as a simple proxy to economic cost. The permeability is presented to show the different responses of the coalbed for the injection scenarios considered.
4. Conclusions based on the analysis of injection pressures and coal permeability changes

Figure 1 shows, in all cases, the expected trend of decreasing permeability consequent increases in the injection pressure required to maintain the prescribed sequestration rates. It can be seen that N$_2$ had a negligible impact on the extent of coal swelling compared to the benchmark case (Test A), whether added to the 6 tCO$_2$ by 10% mole fraction (Test B) or as a substitute for 0.6 t of the CO$_2$ (Test C). Furthermore, both cases resulted in a higher injection pressure and hence an implied weaker economic case. In conclusion, mixing N$_2$ into the injected gas stream was not effective in mitigating coal swelling under the conditions considered, and was actually detrimental to the viability of the sequestration options explored. Based on the results of the Yubari project in Japan, further work is recommended to examine whether the cyclic injection of CO$_2$ and N$_2$ can yield improved results.

Figure 1. Evolution of injection pressure and coal permeability at the injection well for each Test.
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1. Background and motivation

In the field of hydrology and geotechnical engineering, flow in unsaturated soils is typically modelled adopting a one-phase approach, based on Richards' equation, which combines the water mass conservation principle with an extended Darcy's law and a simplified description of the soil water retention properties. Although the resulting mathematical formulation is a standard parabolic equation, it has non-linear characteristics, which has been tackled in the past by means of various discretisation techniques, e.g. [1-4].

Richards' equation is based on the assumption that the presence of air in the soil pores has no effect on water movement. This simplifying assumption may result in underestimating the plug effect of air, with some potentially relevant geotechnical implications. The true nature of the physical process suggests recasting Richards' equation as a coupled two-phase problem, adding the mass balance law for gas, together with the relevant constitutive relationships among the governing equations. The latter choice allows for a physically accurate description of the flow characteristics, including the sharp fronts occurring during water or air infiltration. However, it also complicates the numerical treatment of the conservation equations, which may become degenerate parabolic equations, characterised by perturbations moving with finite speed. In this case, finite element interpolating polynomials of increasing order are used.

2. B-spline interpolation

A B-spline based numerical formulation is proposed, which provides clear advantages in terms of numerical and physical accuracy compared to the more common Lagrange polynomial interpolation. B-spline based elements are particularly suited for non-linear geometrical and physical problems, thanks to their regular mathematical properties.

Increasing order B-spline interpolation functions have been implemented in a numerical code for the analysis of flow problems in unsaturated soils and their performance has been assessed with reference to a benchmark problem from Liakopoulos, frequently used to test this kind of numerical algorithms [5].

3. Results

Figure 1 reports the numerical solution of Liakopoulos problem obtained with FE and B-splines discretisation. Progressive desaturation of an initially saturated sand column is analysed, by allowing water flow from the bottom of the model. The reference FE solution (Fig. 1a) for air pressure needs 500 linear elements in order to avoid oscillations around the sharp desaturation front. The solution coincides with that obtained with B-splines formulation with linear interpolation order.

Contrarily to FE discretisation, increasing the order of B-splines interpolation allows a stable and non-oscillating solution to be obtained at dramatically decreasing computational time. The B-spline solution in Fig. 1b requires 1/10 of the CPU time needed for the corresponding Results in Fig. 1a, using 20 elements with 4th order interpolation scheme.
Figure 1. Paradigmatic numerical results on Liakopolous problem: (a) reference 500 FE linear elements; (b) 20–4th order B-spline interpolation; (c) mass balance error over time (d) comparison between p=1 and p=4 interpolation schemes.

Also, advantages in terms of stability of the time-stepping scheme and accurateness of the discretised solution can be appreciated on the mass balance error over time, which can be demonstrated to decrease monotonically if at least a 3rd order scheme is chosen (Fig. 1c). Increasing regularity properties of B-splines interpolation smoothen the sharp front, although the error in the approximation is confined in a small depth around the front, and does not affect the accuracy of the solution elsewhere (Fig. 1d).
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1. Introduction

Expansions in Triassic and Tertiary calcium sulphate formations generates important damage and failures in tunnels [1], [2], [3] and may also result in the heave of infrastructures and buildings [4], [5]. The development of precipitation of gypsum in discontinuities of the rock explains the severe expansions observed in these formations. Gypsum precipitation results from calcium sulphate supersaturated groundwater. The dissolution of anhydrite, present in the rock, provides supersaturation conditions in calcium sulphate with respect to gypsum. The coexistence of a certain content of anhydrite, water and also the presence of some damage or discontinuities in the rock, triggers and maintain the development of expansions in the rock.

Lilla tunnel, built through an Eocene anhydritic claystone in Spain, is a singular case affected by intense expansions. The original flat slab experienced a sustained heave at a maximum rate of 2 mm/day during more than a year. Pressure cells installed at rock-invert interface recorded high swelling pressures up to 5 MPa in test sections with invert arch. The development of swelling strains in a 4 – 5 meters thick layer located below the tunnel floor was recorded by continuous extensometers installed in boreholes. The severe expansions suffered by the tunnel motivated the reconstruction of the tunnel into a highly reinforced circular cross section. The records of instrumentation during operation show that the expansive mechanisms evolved after tunnel reconstruction. The maximum recorded swelling pressure reaches 7 MPa at one pressure cell in one instrumented section. However the maximum pressures measured along the tunnel stay in the range of 5 - 6 MPa in the majority of the instrumented sections.

2. Model description

A hydro-chemo-mechanical model has been developed to simulate expansions in anhydritic rock. The formulation includes an embedded fracture model and describes precipitation of gypsum in discontinuities. The calculation of rock permeability considers the aperture of the fractures and the separation between fractures. The model defines the opening of discontinuities from the current tensile strains. The aperture of fractures increases the permeability of rock mass and also determines the occurrence of precipitation. The formulation of the model takes into account the presence of soluble minerals (anhydrite and gypsum) that may precipitate or dissolve and non-soluble clay minerals in the rock mass and describes the chemical reactions of dissolution and precipitation of soluble minerals and the transport of solutes. The precipitation and dissolution of crystals follow kinetic equations based on the degree of supersaturation of groundwater in sulphates. The amount of precipitated mass of gypsum and the current applied stresses determine the calculated deformations induced by crystal precipitation. Paper [6] describes in more detail the characteristics of the model.

3. Modelling analysis

The excavation and performance of Lilla tunnel with flat slab has been modelled. The simulation reproduces the generation of fracture opening induced by the excavation of the tunnel and also due to the development of expansions associated with the occurrence of gypsum
precipitation below tunnel floor. Figure 1 shows the variation with depth of calculated permeability after tunnel excavation. The model reproduces the confining effect of the abutments in the calculated heave across the width of the tunnel floor in accordance with field observations. The model is capable of reproducing the general trend of heave recorded at tunnel floor level despite the heterogeneity of vertical displacements measured along Lilla tunnel.

Figure 1. Variation with depth of calculated permeability (Logarithmic scale) below de flat slab at the axis of the tunnel after the excavation of the tunnel ([6]).
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COUPLED THM MODELING OF ENERGY MICRO–PILE BEHAVIOR
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\textsuperscript{1} University of Perugia, Perugia, Italy

1. Introduction

The work presents the results of fully coupled, 3D thermo–hydro–mechanical (THM) FE analyses carried out to investigate the coupling effects of the heating/cooling cycles on a single energy pile of small diameter, installed in a saturated, fine grained soil. This study has been performed as a part of the development stage of an innovative geotechnology – the energy micro–pile (EmP) – currently under investigation at the University of Perugia for the exploitation of low–enthalphy geothermal energy in the retrofitting of existing buildings [1].

A prototype of the EmP under development has been installed in a test site at the Engineering Campus of the University of Perugia. The prototype is a bored and cast in place micro–pile, with a length of 12 m and a diameter of 0.18 m (slenderness ratio equal to 67). High–density polyethylene pipes (with an inner diameter of 12.5 mm and a thickness of 1.7 mm) have been inserted into the grout in a U-shaped loop to allow the circulation of the heat–carrier fluid along the prototype and to make it work as an heat–exchanger. Full details about the EmP design are given in [1].

The FE simulation program has been focused mainly on the evaluation of such crucial aspects of the EmP design as the assessment of mechanical effects induced in the pile and the soil during thermal loading conditions and the effect of varying thermal properties of the soil on the thermal input/output of the pile.

2. Governing equations of the coupled THM processes

Under the assumption of linear kinematics (‘small deformations’) and full saturation of the soils, the balance of mass, momentum and energy equations for the porous medium can be defined as reported in [2].

\begin{align*}
\nabla \sigma’ - \nabla u + \rho b &= 0 \quad (1) \\
\frac{1}{Q} \hat{u} - \beta_{eff}T + \nabla \cdot u^s + \nabla \cdot \left\{ \frac{1}{\mu_w} \kappa (-\nabla u + \rho_w b) \right\} &= 0 \quad (2) \\
\rho C_{p,eff} \hat{T} + \nabla \cdot \left\{ -\lambda_{eff} \nabla T \right\} + \rho_w C_{p,w} \left\{ \frac{1}{\mu_w} \kappa (-\nabla u + \rho_w b) \right\} \cdot \nabla T &= 0 \quad (3)
\end{align*}

where: \( \sigma’ = \sigma + u \mathbf{I} \) is the effective stress tensor; \( u \) is the pore water pressure; \( T \) is the absolute temperature; \( b \) is the body force vector (gravity) per unit mass; \( \rho \) is the soil density; \( \mu_w \) is the water viscosity; \( \kappa \) is the hydraulic permeability and \( \lambda_{eff} = (1 - n) \lambda_s + n \lambda_w \), \( C_{p,eff} = (1 - n)C_{p,s} + nC_{p,w} \) and \( \beta_{eff} = (1 - n)\beta_s + n\beta_w \) are the effective thermal conductivity, heat capacity and volumetric expansion coefficients of the soil, respectively.

As for the mechanical properties of the solids, the pile has been considered as a linear thermoelastic material. Two different isotropic hardening elasto–plastic models have been considered for the fine–grained soil: the classical Modified Cam–Clay (MCC) model and a similar critical state model incorporating a thermal hardening/softening mechanism for the critical friction angle, assumed as an internal variable [3]. A linear thermoelastic model for the soil has also been considered for comparison.
3. FE modeling

A FE model of the prototype EmP has been built using the FE code ABAQUS, as shown in Fig. 1. By considering the symmetry of the problem in terms of geometry and loading conditions, only a quarter of the entire domain has been discretized. The bottom of the model has been placed at a depth of 20 m from the ground surface. Preliminary simulations have shown that the effects of the cylindrical lateral boundary on the deformation and conduction processes in the soil are minimal by assuming an outer diameter of 4 m ($D/D_p = 22$).

![Figure 1. FE model of the prototype with the details of the adopted structured spatial discretization.](image)

The simulations have been carried out considering the following loading stages: 1) initialization of material state and application of gravity loading; 2) hydro–mechanical loading stage, with a load of 500 kN applied at the pile head over a period of 1 day; 3) consolidation stage for a period of 30 days at constant temperature; 4) activation of the EmP with an harmonic (half–sine) heating cycle of 60 days.

The results highlight the importance of a suitable modeling of the inelastic behavior of the soil for the accurate prediction of the pile–soil interaction effects and of the pore pressure evolution within the soil during the heating process. These results will be compared with experimental data from the in–situ testing campaign, when they become available.
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1. Introduction

The Canadian Nuclear Safety Commission (CNSC), Canada’s nuclear regulator, conducts regulatory research to build independent knowledge on safety aspects related to the deep geological disposal of radioactive wastes. In a deep geological repository (DGR) for the long-term containment of radioactive waste, gas could be generated through a number of processes including the degradation of organic matter, radioactive decay of the waste, corrosion of metals producing hydrogen gas (H₂), and the radiolysis of water producing H₂. If gas production exceeds the containment capacity of the engineered barriers or host rock, these gases could migrate through the engineered barriers and/or the host rock. The preferential migration pathway of these radioactive gases, to potentially expose people and the environment to radioactivity, might be through the access and ventilation shafts as these components are typically part of the repository design. Swelling soils (e.g., bentonite mixtures) are currently the preferred choice of seal materials used for those shafts. Understanding the long-term performance of these seals as barriers against gas migration is an important component in the design and long-term safety assessment of a DGR. This study proposes a mathematical hydro-mechanical (HM) model for migration of gas (two-phase flow) through a low-permeable swelling geomaterial.

2. Modelling Approach

An HM model to describe the migration of gas (two-phase flow) through a low-permeable swelling soil was developed using the theoretical framework of poromechanics. The model is an extension of the linear elastic advective-diffusive visco-capillary (ADVC) two-phase flow model proposed by Dagher et al. [1], which considered the following features:

i. a Bishop’s effective stress, with a χ parameter generalized from the work of [2];
ii. gas dissolution into the liquid phase and subsequent gas migration from a) the advection of water, and b) diffusion of gas through the liquid phase;
iii. a relation for the Air-Entry Value (AEV), and corresponding soil-water characteristic curves (SWCC), as a function of the porosity, n;
iv. a relation of the intrinsic permeability, k_{ij}, as a function of the porosity; and
v. consideration of a damage model and its effect on the Young’s Modulus, E, and k_{ij}.

This model expands upon the previous work by considering the effect of damage on the AEV and corresponding SWCCs. It also takes into account the swelling behavior of the geomaterial by considering a swelling strain (i.e., moisture shrinkage).

3. Experimental Set-up

Using the Finite Element Method, the model was used to numerically simulate 1D and 3D spherical flow through a low-permeable swelling soil. The results were verified against experimental results found in the current literature [3][4] for a confined cylindrical sample of near-saturated bentonite under a constant volume boundary stress condition. Figure 1 depicts an illustration of the experimental set-up for the 1D flow case [3] and the 3D spherical flow case [4].

For the 1D flow test, gas was injected from one end of the bentonite sample at increasing pressures over time, while maintaining a water backpressure at the other end. For the 3D spherical...
flow test, gas was injected at the center of the bentonite sample, through an injection rod, while maintaining a specified water pressure at the radial porewater arrays. During the experiment, a number of key features were measured including the gas inflow and outflow, the pore-pressure at the pore-fluid arrays, and the total axial and radial stresses, and were compared to numerical results.

Figure 1. Experimental set-up for the 1D flow (left) and 3D spherical flow (right) tests

4. Results

Results of the 1D case are presented in figure 2. The consideration of the effect of damage on the AEV, and the inclusion of a swelling strain improved the existing model. For the 1D flow case, the modelling results provided better representation of the experimental gas inflow and pore-fluid pressure profiles. For the 3D spherical flow case, the modelling results provide good representation of the experimental inflow, porefluid pressure, and stress evolution profiles of the experimental results. The results provide a preliminary model to simulate multi-phase flow in swelling geomaterials and provide further understanding of the mechanisms associated with such phenomena. The model could not simulate gas outflow and future work will look at localization and the development of preferential flow pathways.

Figure 2. 1D flow results for (a) gas inflow profiles (b) porefluid pressure profiles
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HAZARD AND RISK ASSESSMENT OF LARGE SEISMIC EVENTS OWING TO FLUID INJECTION
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1. Introduction

In the last few years, earthquakes which have been attributed to waste-water injection have been felt at the surface in the continental United States. These earthquakes have been primarily occurring in the crystalline basement rock located below the injection interval and not in the injection interval itself, generally on previously unrecognised faults (ex: \cite{1}).

Previous studies have modelled fluid injection above crystalline basement rock and shown that seismicity can occur in the basement, at times even without fluid pressurization \cite{2}. This study, however, quantifies the relative chance of large events specifically, which occur in the basement rock.

2. Methodology

A two phase FVM flow model based on the continuity equation for mass balance is sequentially coupled to a FEM mechanics model based on the conservation of momentum with no external forces and the linear theory of poroelasticity.

The resultant pressures and stresses are then used as input to a stochastic seismicity model based on the model first proposed by \cite{3}, which performs seismicity forecasting using Mohr-Coulomb failure criteria in a Monte Carlo fashion without having to explicitly model faults. The model used here is very similar except that it is able to do this semi-analytically, allowing the analysis to be performed more quickly and with less computer memory usage at the cost of assuming a fixed and known minimum principal stress, something that can reasonably well constrained using a mini-frac test.

This seismicity model assumes that the lithologies present in the model are all critically stressed \cite{4} and could have an optimally oriented, critically stressed fault anywhere within them (representing a worst-case scenario in terms of seismic hazard prediction). This means that it will be the frictional strength of pre-existing faults within each lithology that will limit the differential stress (the difference between the maximum and minimum principal stresses) of each lithology \cite{5}, meaning that faults with larger coefficients of friction, such as those in basement rocks \cite{6}, are able to support larger differential stresses. This model also connects the differential stress to the Gutenberg-Richter b-value \cite{7}, meaning that these layers supporting larger differential stresses are also more likely to be able to host a large earthquake.

3. Results

This model is then implemented for a three-layer system where injection is occurring a sandstone reservoir which is overlain by a shale caprock and a granitic basement rock in a normal faulting stress regime. This results in a quantitative prediction of a high number of large events in the basement because the basement rock is experiencing a reduction of horizontal stress (which is the minimum principal stress in this case), bringing it closer to failure. Additionally, as granite tends to contain faults of a high coefficient of friction, this layer initially had a large differential stress. This results in a prediction of a low Gutenberg-Richter b-Value for that layer which ultimately means that it is likely that that layer will experience a large event.
Figure 1. An example result from a three-layer (shale cap rock, sandstone reservoir, granitic basement) system in a normal faulting regime. The simulation is plane strain with injection occurring via a horizontal well.

4. Conclusion

A workflow for forecasting the chance of a large seismic event occurring within a three-layer system using a semi-analytical version of a previously existing seismicity model has been introduced. Using this model, various potential injection sites will be able to be compared in a quantitative manner for their risk of inducing large seismic events.

This work has been supported by a research grant (SI/500963-01) of the Swiss Federal Office of Energy.

References


MATHEMATICAL MODELLING OF A FAULT SLIP INDUCED BY WATER INJECTION

T.S. Nguyen\textsuperscript{1}, B. Graupner\textsuperscript{2}, Y. Gugliemi\textsuperscript{3}, J. Rutqvist\textsuperscript{3}

\textsuperscript{1}Canadian Nuclear Safety Commission, Ottawa, ON, K1P 5S9, Canada
\textsuperscript{2}Swiss Federal Nuclear Inspectorate, ENSI, Switzerland
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1. Introduction

The Canadian Nuclear Safety Commission (CNSC), Canada’s nuclear regulator, conducts regulatory research in order to build independent knowledge on safety aspects related to the deep geological disposal of radioactive wastes. Faults located in the vicinity of deep geological repositories (DGR) for radioactive waste may constitute preferential pathways for radionuclides potentially released from the waste. Therefore, they must be considered in the design and safety assessment of the repositories. In the case of argillaceous rocks being considered as host formations, the faults in their undisturbed state are often hydraulically indistinguishable from the rock matrix. However, increase in porewater pressure due to various processes such as heat generated from the waste, can result in a reduction in the fault effective normal stress that might lead to fault slip, increase in permeability, and the generation of seismic events. In this research we developed a hydromechanical model for fault slip due to pressurization, and calibrated it to an injection test at the Mont Terri underground research laboratory in Switzerland.

2. Experimental setup

The experiment considered in this presentation consists of injection tests, at stepwise increases in the injection pressure, in a straddle packer set across a secondary fault zone in the Main fault hanging wall (Figure 1). The fault zone contains 12 striated fractures, most of them oriented N030\textdegree\ to N060\textdegree, dipping 50\textdegree\ to 70\textdegree\ SE. The injection flow rate was continuously recorded. A High-Pressure Pulse Probe borehole deformation tool measures the relative displacement of the two anchors attached to the injection chamber, one within the upper wall of the main fracture, and one within the lower wall. Pressure at a point 1.5 m down-dip from the fault was also recorded.

Figure 1. Water injection in a secondary fault
3. Mathematical model and results

The fault and the rock matrix were conceptualized as porous media, and the governing equations of the model were derived from the poromechanics framework. The rock matrix was modelled as an isotropic poro-elastic medium, while the fault is modelled as a transversely isotropic, poro-elastoplastic medium with principal directions coincident with the triad associated with the fault orientation. The Mohr-Coulomb criterion was adopted as a yield criterion with a non-associated flow rule. The permeability of the fault in the initial state was assumed to be equal to the one of the rock matrix. However it was made to increase when the fault opens due to a combination of normal and shear dilation induced by the pressure of the injected water.

The modelling results are compared to the experimental data for fault displacement and injected water flow rate in Figure 2. The injection pressure is also shown (in bars) for reference. The modelling results are consistent with the experimental evidence. They indicate that fault displacement is low, until a threshold injection pressure of approximately 5 MPa (50 bar) is exceeded. At this stage, the fault fails by shear, resulting in substantial slip and dilation and increases in permeability by many orders of magnitude leading to a substantial increase in the flow rate. After the pressure is reduced, permanent deformations still remain.

![Figure 2. Fault displacement and injected flow rate](image)
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A DISCRETE NUMERICAL MODEL OF THE FRONT REGION IN PIPING EROSION
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1. Introduction

Backward piping is amongst the most dangerous erosion processes affecting earth dams and levees [1]. After the erosion is triggered at the downstream side, the pipe propagates upstream while increasing in diameter (due to tangential erosion at its walls), and can lead to serious damage or cause failure of the embankment. At least three modeling scales are involved in the description of such phenomenon, namely the scale of the hydraulic work (macro-scale), the scale of the erosion conduits (meso-scale) and the scale of the saturated earthfill constituent (micro-scale). In this work we analyze, at the micro-scale, the backward erosion process driving the pipe propagation mechanism.

2. Numerical formulation and representative test

The numerical formulation is based on the coupling of the Discrete Element Method (DEM) with the Lattice Boltzmann Method (LBM) for the modeling of the solid- (granular) and the fluid phase, respectively [2]. The implementation of DEM follows a molecular dynamics approach and the interactions between grains are regulated by unilateral contacts and breakable bonds [3]. The coupling with the LBM is based on the implementation of non-slip conditions for moving boundaries (the grain boundaries) [4]. Both the numerical formulations and their coupling, are implemented in the in-house numerical code DEM’OCRITUS, developed at the LTDS.

After introducing the main features of the DEM–LBM model, as well as the coupling and parallelization schemes, we present and analyze a numerical test on a granular soil REV located on the erosion pipe front [5]. Figure 1 illustrates some results from the numerical test, in which the granular specimen is subjected to an hydraulic gradient between the inlet and outlet sections (left- and right side, resp.). The outlet region is confined by a layer of fixed (black-colored) grains, with the exception of a central opening as large as approximately 1/4 of the height of the specimen in the figure. The configuration is designed to reproduce as close as possible the conditions by which backward erosion triggers at the pipe front region and causes its upstream progression. In this plot we represent the norm of the macroscopic fluid velocity and the corresponding hydraulic configuration of the specimen, at an early stage of the backward erosion process. It can be observed that the flow concentrates in regions of increasing porosity, e.g. at the erosion front on the right of the specimen as well as in other regions where “tears” appear.

The formation of a main erosion pipe can be clearly inferred from Figure 2, in which we depict the fluid velocity along with the hydraulic configuration of the specimen for an advanced stage of piping process.

Acknowledgements: Research supported by GIS VOR 2012, LTDS 2012, GDRI–CNRS 2018 and PRIN 2010-2011 (2010BFXRHS 004) projects as well as by one PhD fellowship (UniRoma2) and a VINCI mobility programme (Università italo–francese).
Figure 1. Representative test [5]: norm of the macroscopic fluid velocity and hydraulic configuration of the specimen at an early stage of erosion process.

Figure 2. Representative test [5]: norm of the macroscopic fluid velocity and hydraulic configuration of the specimen at an advanced stage of erosion process.
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A SIMPLIFIED, NEWMARK–LIKE APPROACH FOR THE ASSESSMENT OF SEISMIC PERFORMANCE OF ANCHORED DIAPHRAGM WALLS
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² University of Perugia, Perugia, Italy

1. Introduction

In recent years, much attention has been paid to the assessment of the performance–based design of flexible retaining structures, focusing on the evaluation of the deformation response of the soil–structure system under a given seismic load. While only a few examples of fully coupled, dynamic numerical simulations of flexible retaining structures with advanced models for soils can be found in literature – see, e.g., [1] – simple modifications of the classical Newmark method have recently been proposed to assess the permanent displacements of the structure at the end of the seismic excitation [2, 3]. All the aforementioned works refer to cantilevered diaphragm walls, for which the failure mechanisms at limit equilibrium are relatively simple to describe. However, this is not the case for anchored or propped flexible structures, where the velocity field at failure under a pseudo-static seismic load is quite complex and can be affected by the plastic yielding of the wall upon bending (see, e.g., [4]), who have investigated the failure mechanisms of propped diaphragm walls by means of lower- and upper-bound limit analysis finite element (FE) simulations.

2. Methodology and selected results

In this work, upper– and lower–bound limit analysis FE solutions are used: a) to investigate the two failure mechanisms which may occur during the seismic excitation of excavations in dry sand supported by parallel diaphragm walls propped at the crest, for the two possible directions of the horizontal acceleration; b) to evaluate the critical accelerations associated to each of them; c) to determine the accumulated permanent displacement field at the end of the earthquake, as the superposition of the collapse mechanisms associated to each horizontal directions of the earthquake action, by means of two distinct Newmark integration procedures over the input accelerogram. This last point is based on the following two main assumptions:

Assumption 1 When the collapsing soil mass $B_f$ is in motion under inertia forces larger than the critical ones, the relative velocity field $v_r^{(i)}$ is proportional to the normalized velocity field $\eta^{(i)}$ according to $v_r^{(i)}(x,t) = V^{(i)}(t)\eta^{(i)}(x)$.

Assumption 2 Under dynamic equilibrium conditions, the stress vector field $t$ acting on $\partial B_f$ remains equal to $t_f^{(i)}$ since the boundary between the failing soil body and the remaining stable soil mass is a slip line.

Based on those assumptions, it is possible to show that the dynamic equilibrium equation of the soil mass mobilized in the $i$–th collapse mechanism ($i = 1,2$) reduces to the following Newmark–like ODE:

$$V^{(i)} = \frac{Mg}{Q_x} \left( k_x(t) - k_x^{(i)} \right)$$
$$M := \int_{B_f} \rho \, dv$$
$$Q_x := \int_{B_f} \rho \eta^{(i)} \cdot \nu^{(i)} \, dv$$

(1)

where $M$ and $Q_x$ are the mass of $B_f$ and its normalized momentum in direction $x$, respectively, and $\eta^{(i)}$ is the normalized velocity field computed from the Upper–Bound solution of LA.
The permanent (relative) displacement field associated to both collapse mechanisms is finally computed by vectorially composing the two fields $u_r^{(+)}(x,t)$ and $u_r^{(-)}(x,t)$ at the generic time $t \in [0,T_d]$:

$$u_r(x,t) = U^{(+)}(t) \eta^{(+)}(x) + U^{(-)}(t) \eta^{(-)}(x) = u_r^{(+)}(x,t) + u_r^{(-)}(x,t)$$

(2)

It is worth noting that this procedure allows the reconstruction of the full permanent displacement field around the excavation, not just the evaluation of horizontal soil movements at selected points. The application of the method to a number of selected prototype excavations demonstrates the potentiality of the proposed approach, which can be extended easily to other complex geotechnical structures. As an example of application, Fig. 1 shows the results obtained on a excavation 8 m deep, supported by 14 m long walls, with a surcharge load $q = 50$ kPa applied on the right side of the excavation, subject to an earthquake with a PGA of 0.6 g and an Arias intensity of 3.84 m/s. The proposed method is capable of accounting for the differences in the critical accelerations in the positive and negative horizontal directions and easily captures the complex collapse mechanisms involving soil as well as wall yielding. The permanent displacement fields of the two collapse mechanisms interact with each other and one of them is associated to yielding on both sides of the excavation. In such conditions, studying the collapse mechanism of the single walls separately would result in inaccurate predictions of the seismic performance of the retaining structure.
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1. Introduction

For many years now, FEM – Finite Element Method – simulations have been recognized as essential tools in the analysis of the behaviour of dam systems [1]. A key point in the vulnerability evaluation of arch-gravity dams is the study of the behaviour under dynamic actions of the vertical construction joints. The mortar injections restore the monolithic behaviour between the blocks and, at the same time, ensure the correct deformation. However, the joints are also planes of weakness of the structure, in particular when dynamic forces such as seismic events occur [2]. In literature several models are available to simulate the opening, closing and/or shear sliding of joints under seismic events, also including non-linear effects [3,4,5,6]. However, rarely or never are different modelling procedures tested on the same structure. Therefore, the present study proposes and analyses three vertical joint modelling procedures, progressively closer to reality, building as many FE models of the same dam structure: monolithic, surface-to-surface and solid element joint representations. The latter model, including the vertical joints as slices with their own thickness and material, allows us to investigate the damage evolution throughout such discontinuities under a severe seismic event. Case of study is the Ridracoli dam, an arch-gravity dam located in central Italy (103.5m high, with a crest 432m long), which geometry has been rebuilt by technical drawings and by a UAV – Unmanned Aerial Vehicle – survey.

2. Dam body modelling

The monolithic model ensures the continuity between adjacent blocks, by means of surface-based tie constraint, which makes the translational degrees of freedom equal for the pair of surfaces. The surface-to-surface joint model simulates the discontinuity between blocks along the contact surfaces: a very large coefficient of friction is adopted to avoid the slipping of a pair of surfaces in the radial direction; subsequently, along the normal direction, a pressure-overclosure relationship is adopted: the surfaces transmit contact pressure and the slope of the relationship is assumed to be equal to the stiffness of the joint mortar. Finally, the solid element joint model simulates the joints between the blocks as independent solid elements, splitting the discontinuity surface and spacing the two resulting surfaces at 10cm. This distance is adopted intentionally larger than the mortar joint because it is also intended to represent, by simulating a heavier discontinuity, the interfaces with the adjacent blocks. These thin slices between blocks are characterized by their own mechanical properties, equal to the mortar properties.

3. Influence of joint modelling and elasto-plastic damage time-history analysis

The comparison analyses are carried out including the same hydrostatic level of the experimental tests (vibrodyne test, seismic event). The three FE representations provide natural frequencies very close to the experimental result ones. An accurate joints representation, such as that provided by the solid element joints model, reproduces reality better than more simplified procedures. However, the differences in terms of natural frequencies between the models are minimal; the average percentiles of the gap in terms of natural frequencies are: 0.75% between the monolithic m. and the surface-to-surface joint m., 0.82% between the monolithic m. and the solid element joint m., 0.31% between the surface-to-surface joint m. and the solid element joint m.. This
gap could be crucial if the study deals with the monitoring of the state of conservation of a structure. Moreover, if the aim of the analyses is the inspection of damage in the joints, independent elements with their own mechanical properties and degradation models allow us to detect the evolution of damage under severe seismic events. On the other hand, if the goal is to analyse the general response of the structure under seismic events, joint modelling does not substantially influence global behaviour and simplified models such as the monolithic one can be employed. Indeed, the mode shapes of the three FEM models are equal, fitting also with the ones provided by the vibrodyne test. The solid element joint model allows us to investigate the damage evolution throughout such discontinuities. Indeed, the CDP – Concrete Damage Plasticity – model is adopted for the concrete of the vertical joints while the other materials have linear elastic constitutive behaviour. The tensile damage T parameter, included in the CDP model, assumes value close to zero for undamaged material and close to the unity for totally damaged material. A SLC – Collapse Limit State – seismic event for the site of Ridracoli is applied to the FEM model: the Accumoli (RI) event, which occurred on 30/10/2016. The analysis is performed taking into account the normal reservoir level, the full condition. The decrease of the stiffness of the hydraulic mortar is concentrated close to the central part of the dam crowing and it assumes maximum value of 50%, Fig. 1, showing the overall functionality of the structure also under severe seismic events.

4. Conclusions

The joint modelling procedure does not influence the global dynamic behaviour of the structure, the mode shapes do not change, and simplified model, such as the monolithic one, can be employed for the study of the general behaviour of the structure under seismic event. On the other hand, the inclusion of construction joints in FEM model like solid elements allows for the verification also of these discontinuities in case of severe seismic events ensuring the overall seismic vulnerability assessment of the structure.
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4. Stochastic/probabilistic approaches
IDENTIFICATION OF THE EQUIVALENT MICROSTRUCTURE
OF POROUS MATERIALS: REGULARIZATION AND THE STOCHASTIC
OPTIMIZATION PROCEDURE

D. Łydżba¹, A. Różański¹ and D. Stefaniuk¹
¹ Wrocław University of Science and Technology, Faculty of Civil Engineering, Poland

1. Introduction

The aim of the homogenization is up-scaling of mathematical description of the process under consideration, from the scale of heterogeneities to the scale of engineering applications. For the linear problems, the micro- and the macro- descriptions are analogous in the mathematical form, except material properties involved in both descriptions. The material properties of the micro-description are space dependent whereas that of the macro-description, called as overall ones, are constant since they characterize macroscopically homogeneous medium. The evaluation of the overall properties in terms of the phase properties and the microstructure morphology can be interpreted as a direct problem of homogenization since it consists of projections from the known microstructure morphology. Conversely, the inverse problem asks to recover the microstructure morphology from the overall properties.

Analytical homogenization schemes based on the solution of single inclusion problem, e.g., the Mori-Tanaka (M-T) or the Self-Consistent approach, are computationally attractive tools for estimating the homogenized properties of porous media. The main disadvantage of these methods is the choice of proper microstructure.

The aim of this work is to formulate the methodology of the identification of microstructure for real porous materials within the framework of the Mori-Tanaka and the Self-Consistent schemes.

2. Methodology

The inverse problem, in general, has no unique solution, i.e. one can simply imagine that there exist an infinite number of microstructures leading to the same homogenized property. Therefore the inverse problem has to be additionally constrained to ensure a unique solution, i.e. we assume the morphology of the porous medium of the matrix/inclusion type. In particular, oblate spheroids (pore space) are embedded in a continuous matrix (solid phase). Moreover, the problem is “relaxed” by introducing the probability density function (PDF) describing the frequency of oblate spheroids. So, the solution of the inverse problem is the evaluation of the PDF of oblate spheroids as a function of aspect ratio. This microstructure is called as the equivalent one. The equivalent microstructure has to preserve the overall responses of the original porous material, and at the same time, it has to be invariant of components’ mechanical properties. Therefore, the concept of overall microstructure response function is introduced which represents projections of micro-properties of composite components onto the space of admissible values of overall properties, for prescribed morphology. The analysis is limited to the case of overall thermal conductivity of porous medium.

Using the definition of an equivalent microstructure the primary integral definition of effective thermal conductivity is transformed to the Fredholm integral equation of the first kind, i.e.

\[ \int_0^1 P_m(\lambda^\text{hom}_m, \theta) M_m(\theta) d\theta = \frac{(1 - \phi)}{\phi} \frac{\lambda^\text{hom} - \lambda^\text{hom}_m}{\lambda^\text{hom}_m - \lambda^\text{hom}}, \]

where \( P_m \) is the so called localization operator (for more details see, e.g., [1]) and \( \lambda^\text{hom}_m \) is the measured value of the porous medium thermal conductivity. Hence, the inverse problem that is to
be solved is as follows: given the kernel function $P_m$ as well as the right side of Eq. (1), identify the probability density function, $M^\text{eq}\left(\theta\right)$.

By solving an inverse problem, an original and complex microstructure of the porous material is replaced by the virtual/equivalent microstructure of ellipsoidal morphology type. For the solution of the inverse problem, the optimization algorithm based on the simulated annealing approach is proposed. The correctness and effectiveness of the methodology proposed is illustrated by a sequence of numerical examples. The paper is the extension of the approach introduced in the earlier Authors work [2].

3. Equivalent microstructure approach for unsaturated soil

The approach can also be adopted for partially saturated soil. The unsaturated soil is now treated as a 3-phase medium, so in the M-T approach all phases are included and Eq. (1) is properly reformulated. We assume that the pore space (in general, being filled by water and air at the same time) is still described by one, common PDF, $M^\text{eq}$. However, the novel in this approach is that for a given saturation degree ($S_r$) the corresponding ellipsoid aspect ratio $\theta_{S_r}$ is identified according to the relation below:

$$S_r = \int_0^{\theta_{S_r}} M^\text{eq} \left(\theta\right) \, d\theta.$$ 

(2)

Therefore, for a given $S_r$ a portion of $M^\text{eq}$ function (corresponding to the interval 0 to $\theta_{S_r}$) is prescribed to the water phase while the remaining part represents the air phase.

The solution of the inverse problem provides the equivalent microstructure for unsaturated soil under consideration. Once again, the identified $M^\text{eq}$ is substituted into the M-T scheme. Obtained predictions together with laboratory measurements are presented in Fig. 1.

![Fig.1. Prediction of soil thermal conductivity as a function of saturation degree.](image)
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Slope reliability analysis aims at identifying the reliability of a slope under different types of uncertainty. These include inherent uncertainty in the spatial variability, uncertainty in the (statistical) parameters, and uncertainty in the representativeness of the numerical models employed to predict the soil response in the boundary value problem capturing the slope under consideration. Semi-probabilistic methods (e.g. first order reliability method) have been used extensively for reliability analysis accounting for parametric uncertainty, whereas more rigorous approaches such as the random finite element method (RFEM) have been used to model the influence of uncertainty in the spatial variability of material parameters. Based on a combination of Monte Carlo simulation, finite element modelling and random field theory, the latter approach is able to address the reliability analysis of slopes in heterogeneous soils with fewer assumptions. To simulate events with small probabilities (i.e. at the weak tail of the distribution of the performance function), RFEM has recently been combined with subset simulation to address small-probability slope failure events in heterogeneous cohesive soils [1].

In this work, the combination of subset simulation with RFEM has been extended to account for cross-correlated random fields as well as uncertainty in the statistics of the material parameters. Starting from a homogeneous slope with known material strength parameters, the analysis of slope reliability is built up by adding the different types of uncertainty. This approach is used to demonstrate the need to correctly account for all material uncertainties in the evaluation of the slope reliability and mode of failure. An example of the slope model is given in Figure 1.

1. Homogeneous slopes based on mean strength parameters

Considering a homogeneous slope with mean cohesion $\mu_c$ and mean friction angle $\mu_\phi$, Figure 2 shows the limit state surface in the $\mu_c$-$\mu_\phi$ plane. Starting from an initial estimate of $\mu_c = 20$ kPa and $\mu_\phi = 20^\circ$, the uncertainty in this estimate has a leading influence on the encountered mode of failure. When only uncertainty in the cohesion exists, the failure mechanism is different from the case where only the friction angle is uncertain (see the failure mechanisms corresponding to points A and C). In addition, these mechanisms can be compared with the result of $c$-$\phi$ reduction (point B), in which the point of slope failure is searched along a line towards the origin. In general, the actual failure mechanism can relate to any point on the limit state surface, depending on the joint distribution of both $\mu_c$ and $\mu_\phi$. 

Figure 1. Geometry and boundary conditions of the slope with spatially variable material parameters. A typical spatial distribution of cohesion $c$ with scales of fluctuation $\theta_h = 16$ m and $\theta_v = 2$ m is given as an example.
2. Heterogeneous slopes and general uncertainty

When introducing spatially variable material properties (see Figure 1), more forms of uncertainty are introduced due to the distribution of weak and strong zones in the domain. As a result, an unfavorable distribution of weak and strong zones could lead to slope failure, even while maintaining the first estimate of the mean strength parameters (i.e. slope failure at point D). This implies that, due to spatial variability, point D lies on the limit state surface in a high-dimensional variable space. Indeed, the introduction of spatial variability introduces many additional variables, each of which has a specific distribution, and slope failure events have to be searched for in the complete variable domain.

The final step is the combination of uncertainty in both the point statistics and spatial variability in the subset simulation framework. Based on the relative distribution of parameters, the behaviour of slopes with uncertainty in both the spatial variability and point statistics is studied. Depending on the relative degree of uncertainty between the point statistics and spatial variability, the importance of correctly accounting for all system variables is demonstrated. Results show clear differences in failure mode between slopes dominated by point statistics uncertainty and slopes dominated by uncertainty in spatial variability. These differences become more important with decreasing probability of failure.

3. Conclusions

For homogeneous slopes, with only $c$ and $\phi$ as uncertain parameters, a range of possible failure modes exists. The occurrence of these modes depends on the specific parameter distributions, and a single evaluation (e.g. $c$-$\phi$ reduction) can mis-represent the relevant mode of failure. Extended to the general case of spatially variable soils, with many more variables in addition to the point statistics, this effect is more pronounced. Correctly analysing the failure modes in spatially variable soils requires treating all parameters consistently, especially when looking at small probability failure events.
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1. Introduction

The recent increase in the interest of researchers in probabilistic methods in geotechnics is a response to the need of the proper consideration of the spatial variability of soil. The authors examine the spatial soil strength parameters variability within one soil layer. As a deterministic background, three dimensional failure mechanism proposed by Michałowksi [1] was adopted by the authors and utilized in numerical analyses. The failure mechanism originates from the kinematical approach of limit analysis; therefore, the resulting bearing capacity is an upper bound of the limit load. To describe the spatial variability of soil strength properties the random field theory was applied. The adoption of Vanmarcke’s spatial averaging [2] to the slip surfaces in the failure mechanism, allows to derive the integrals which describe the averaged values of the new variance on each slip surface and new covariances between them (components of the covariance matrix). As a result of the averaging procedure, the individual values of soil strength parameters were obtained for each of the slip surface in the failure mechanism. Based on the new set of soil parameters the optimal geometry is found by a created algorithm which uses the simulated annealing optimization scheme [3].

The numerical analyses were performed for square footing, for self-weighted cohesive-frictional soil. The angle of internal friction and cohesion were modelled by lognormal random fields; three values of vertical fluctuation scale are assumed to describe correlation strength in a random field, namely: \( \theta_v = 0.25 \, m \), \( \theta_v = 0.50 \, m \) and \( \theta_v = 0.75 \, m \). For particular value of \( \theta_v \) the four values of horizontal fluctuation scale \( \theta_h \) are assumed: \( \theta_h = \theta_v \), \( \theta_h = 5 \theta_v \), \( \theta_h = 10 \theta_v \) and \( \theta_h = 30 \theta_v \). A Monte Carlo simulation is used to obtain numerous bearing capacity values for each considered issue. The obtained results allowed to fit the probability density function and to determine the reliability indices.

2. Numerical algorithm

The three-dimensional failure mechanism was adopted for the random bearing capacity analysis by the implementation of the possibility of subjecting different values of friction angle and cohesion on the each slip surface. The failure mechanism consists of rigid blocks which are narrowed by triangles, a part of an ellipse with trapeze and conical surfaces. The simulated annealing optimization scheme was used in creating the optimization procedure. For the numerical analysis, the reasonable compromise between computation time and accuracy has to be established, thus the number of rigid blocks equal to 5 is chosen for further investigations.

According to Vanmarcke’s spatial averaging theory, integrals for the covariance matrix components are derived for the Gaussian covariance function, due to the three-dimensional issue the covariance function is defined as in Eq. (1), where the parameters \( \omega_1 \), \( \omega_2 \), \( \omega_3 \) are expressed by \( \theta_x/\sqrt{\pi} \), \( \theta_y/\sqrt{\pi} \), \( \theta_z/\sqrt{\pi} \), respectively. While, \( \theta_x \), \( \theta_y \), \( \theta_z \) denote the fluctuation scales in the specified directions (horizontal fluctuation scales are assumed to be equal \( \theta_x = \theta_z \), and denoted as \( \theta_h \)).

\[
R(\Delta x, \Delta y, \Delta z) = \sigma_x^2 \exp \left\{- \left[ \left( \frac{\Delta x}{\omega_1} \right)^2 + \left( \frac{\Delta y}{\omega_2} \right)^2 + \left( \frac{\Delta z}{\omega_3} \right)^2 \right] \right\}
\]

Spatial averaging transformed the initial random field into single variables actual for particular domains. In the case of the three-dimensional failure mechanism these are slip surfaces. Due to the averaging process, the point variance of the random field is subjected to reduction; the level of
reduction depends on the shape of the area of averaging and its relative size to the fluctuation scale. The covariance between two random variables obtained in agreement with the aforementioned method can be determined by Eq. (2).

\[
\text{Cov}(X_{V_1}, X_{V_2}) = \frac{1}{|V_1||V_2|} \int \int R(x_1, y_1, z_1, x_2, y_2, z_2) dV_1(x_1, y_1, z_1) dV_2(x_2, y_2, z_2)
\] (2)

In a particular case, when \(V_1 = V_2\) Eq.(2) expressed the formula for variance. For \(n = 5\) rigid blocks there are 16 slip surfaces, thus the covariance matrix is 16x16 in size.

The created numerical algorithm starts at generating 16 independent values of friction angle and cohesion based on initial probability characteristics. The optimal failure geometry for the generated soil parameters is found through the optimization procedure. Next, the covariance matrix is determined and by using a modification of the algorithm given in [4], the new set of soil strength parameters is determined. The optimization procedure is called again for the new soil parameters; as a result the final value of bearing capacity is obtained. All procedure is repeated \(N\) times in the Monte Carlo framework to assure the reasonable accuracy in mean value estimation.

3. Numerical analysis and results

Numerical analyses were performed for square footing for multiple combinations of fluctuation scales. Cohesive-frictional soil was considered, the soil properties were characterized by: lognormal random fields with expected value \(\mu_\phi = 20^\circ\) and standard deviation \(\sigma_\phi = 3^\circ\) for friction angle, and \(\mu_c = 20\) kPa, \(\sigma_c = 4\) kPa for cohesion; random variable with \(\mu_\gamma = 18.2\) kN/m\(^3\), \(\sigma_\gamma = 1.092\) kN/m\(^3\) for unit weight; overburden pressure was equal to 14.4 kPa. In Fig. 1 the obtained results are shown as a function of \(\theta_h/b\) ratio, where \(b\) is the width of the foundation. The rise in mean values and standard deviations with an increase in \(\theta_h/b\) is observed; however, both values stabilized for \(\theta_h/b > 5\) (this results from the relatively large horizontal fluctuation scale with respect to the failure mechanism). The strong influence of \(\theta_v\) and \(\theta_h\) on standard deviation causes the substantial dependence of reliability indices from fluctuation scales, and emphasizes the importance of reasonable estimation of fluctuation scales form field testing.

![Fig. 1. Mean values (a) and standard deviations (b) obtained for three dimensional failure mechanism. Note that dashed horizontal line is the bearing capacity obtained for the expected value of soil parameters.](image)
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ULTIMATE LIMIT STATE ASSESSMENT OF DYKE RELIABILITY USING THE RANDOM MATERIAL POINT METHOD

G. Remmerswaal\(^1\), M.A. Hicks\(^1\) and P.J. Vardon\(^1\)

\(^1\) Geo-Engineering Section, Delft University of Technology, Delft, Netherlands

1. Introduction

This paper investigates embankment reliability based on the ultimate limit state (ULS). The ULS is generally not clearly defined and, especially for flood defences, the ULS is currently under discussion. According to Dutch law [1], flooding which leads to either casualties or substantial financial damage is considered as the ultimate limit state of a flood defence structure. However, initial slope instability is regarded as flood defence failure according to guidelines for the assessment of macro-instability of dykes [2]. Allowing initial failure, but preventing a dyke breach, is not prohibited by the current Dutch regulations and can lead to more efficient design. Analysis of both large deformations as well as the influence of spatial variability of soil properties is important to assess the reliability of a dyke against breaching. This paper uses a new technique called the random material point method (RMPM) [3], which combines MPM [4] for modelling large deformations, with random fields [5] for modelling soil variability, in a Monte Carlo simulation.

2. Problem description

The influence of soil heterogeneity on slope stability has been evaluated for an idealised boundary value problem. A 5 m high clay dyke, see Figure 1, is modelled with 8850 material points (i.e. four per 4-node element), using implicit RMPM with a time step of 0.01 s. The clay has been modelled using a cohesion-softening constitutive model and the soil parameters given in Table 1. Random fields of peak and residual undrained shear strength have been generated using the mean values of \(c_p\) and \(c_r\) given in Table 1, a coefficient of variation of 0.2 and a vertical scale of fluctuation \((\theta_v)\) of 1 m, and then mapped onto the material points. A parametric study has been performed to investigate the influence of the horizontal scale of fluctuation \((\theta_h)\).

3. Influence of anisotropy of the heterogeneity on the reliability against a dyke breach

Six Monte Carlo simulations, each comprising over 200 realizations, have been performed, with each simulation using a different horizontal scale of fluctuation. Each realization is loaded under gravity to generate the in-situ stresses, with most slopes being unstable under their own weight. In Figure 2, the reliability against failure has been plotted against time. Initial slope failure generally occurs within a couple of seconds. The results correspond to the findings of Hicks and Samy [5], who showed that a larger degree of anisotropy results in a higher reliability against initial failure for a slope with a factor of safety, based on the mean property value, below one.

Figure 2b depicts the reliability against dyke breach, which has been defined as the height of the dyke falling below the external free water level, which is defined to be at 4.5 m. A clear increase

![Figure 1](image-url)  
Figure 1. An example of a retrogressive failure mechanism for one realization of the spatial variability \((\theta_v = 1 \text{ m}, \theta_h = 48 \text{ m})\). Initial problem geometry shown in black.
<table>
<thead>
<tr>
<th>Young’s modulus $E$ (kPa)</th>
<th>Poisson’s ratio $\nu$ (-)</th>
<th>Mean peak cohesion $c_p$ (kPa)</th>
<th>Mean residual cohesion $c_r$ (kPa)</th>
<th>Softening modulus (kPa)</th>
<th>Unit weight $\gamma$ (kN/m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>0.45</td>
<td>18</td>
<td>4</td>
<td>-50</td>
<td>17</td>
</tr>
</tbody>
</table>

Table 1. Soil properties.

in reliability between initial failure and a dyke breach, from 0-20% up to 55-85%, is observed. Counter-intuitively, the reliability against a dyke breach decreases with a larger degree of anisotropy of the heterogeneity. As shown by Wang et al. [3], a larger degree of anisotropy increases the standard deviation of the sliding distance, which reduces the reliability.

4. Conclusions

As expected, the consideration of ULS failure results in a gain in reliability, and thereby to a more efficient design. The reliability gain decreases with an increase in the degree of anisotropy. Further investigation is necessary on the effect of 3D failure surfaces and pore pressures.
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1. General

In recent years, advances in computing power has led to scientists and engineers being able to solve complex physical and mathematical problems in the field of geotechnical engineering. Large problems having complex geometries in three-dimensional space can now be solved in with materials with highly nonlinear behavior. However, the spatial variability of mechanical characteristics of geomaterials and the uncertainty of determining them restricts the usefulness of complex models in real life problems. This gap between theory and practice can be bridged by quantifying uncertainty of input parameters and this line of research is gaining attention of researchers in the scientific world, especially geotechnical engineers. The purpose of quantifying uncertainty knowing the probability distribution of input data is to be able to calculate the statistical variation in in the outcomes such as settlement, failure load etc and design safer and more economical geotechnical structures. This stage of the calculations is complex and various methods have been developed such as Monte Carlo and the Random Finite Element Method [1], [2] or more sophisticated stochastic spectral Galerkin approaches [3], [4], [5]. This paper analyses the process of uncertainty propagation using polynomial chaos expansion for a shallow footing and compares the results with those obtained by the Monte Carlo Method and the Stochastic Galerkin Method. Computational efficiency is the main advantage of the approach over other methods.

3. Probabilistic Uncertainty Propagation

Given the distribution of soil parameters the aim is to calculate the Probability Distribution Function (PDF) of the outcome of the problem. Consider for example a geotechnical problem where the soil characterized by a yield criterion \( f(\sigma, w) \) where \( \sigma \) is stress level at each time, \( w = [w_1, w_2 \cdots w_M] \) is the vector of yield function parameters and \( y = [w, E, v] \) is a vector of the input parameters of the problem. Here \( E \) and \( v \) are the Young’s Modulus and Poisson’s ratio respectively. In that case the problem can be described by the following equations:

\[
\begin{align*}
\sigma_{ij}(x) &= f(x) \text{ in } D \\
\sigma_{ij}(x) &= C_{ijkl}(x)\epsilon_{kl}(x) \text{ in } D \\
u(x) &= g_D \text{ in } B_D \\
\sigma_{ij}(x)n_j &= g_N \text{ in } B_D \\
f(\sigma_{ij}, w) &\leq 0
\end{align*}
\] (1)

Drakos & Pande (2015) developed an algorithm of Stochastic Finite method using the Generalized Polynomial Chaos and proved that the problem formulation (1) has the final form:

\[
Q_m \otimes K_m = q_0 \otimes (f_0 + t_{gN}) - Q_m \otimes K_{Bm} \cdot g_d
\] (2)

In order to propagate the uncertainties from input parameters to the results for an elastoplastic
problem through the constitutive equation the strains must be calculated first. In an elasto-plastic problem of homogeneous isotropic body one of the field equations that must be satisfied at all interior points of the body is the Strain-Displacement relations: Using the displacement polynomial chaos expansion the Strain-Displacement relations is given by:

\[
\varepsilon_{ij}(x, y) = \frac{1}{2} \left( \sum_{k=0}^{Q} u_{ij}^{(k)}(x) \psi_{\kappa}(y) + \sum_{k=0}^{Q} u_{ji}^{(k)}(x) \psi_{\kappa}(y) \right) = \sum_{k=0}^{Q} \varepsilon_{ij}^{(k)} \psi_{\kappa}(y)
\]

(3)

In a elastoplastic geotechnical problem the non linear behaviour of soil needs integrations algorithms for the exact stress value prediction at each point. Solving for each load increment, the boundary value problem the strain PCE can be calculated as before (eq. 2). At each increment \(n+1\) they are also known the stress from the previous state \(\sigma^n\) the plastic strain \(\varepsilon_p^{n+1}\) and the probability of yielding \(p_f^n\). The basic steps in computing the new state of stress are as follows:

The mean value of elastic predictor and of the trial stress are given:

\[
\langle d\sigma_{ij}^{n+1} \rangle = \langle C_{ijkl} d\varepsilon_{kl}^{n+1} - p_f^n d\varepsilon_{p,l}^n \rangle
\]

(4)

\[
\langle \sigma_{ij}^{tr,n+1} \rangle = \langle \sigma_{ij}^n \rangle + \langle d\sigma_{ij}^{n+1} \rangle
\]

(5)

![Fig. 1 Variation of settlement with coefficient of variation](image)

Finally, a numerical experiment of a shallow foundation subjected to uniform vertical load is carried out in order to compare the accuracy and the computational cost of the proposed method with those of Monte Carlo Stochastic Galerkin Methods. Fig 1 shows variation of settlement of the foundation with a constant mean value of elastic modulus but varying coefficient of variation \((\nu_e)\) for Monte Carlo (mc) and PC expansion (chaos) approaches. Polynomial Chaos method gives results close to that of Monte Carlo but is computationally vastly more efficient.
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RELIABILITY ANALYSIS OF SQUARE FOOTING BEARING CAPACITY ON SPATIALLY VARIABLE COHESIVE-FRICTIONAL SOIL

Kawa M.1, Puła W.1

1 Wroclaw University of Science and Technology, Wroclaw, Poland

1. Introduction

The methods that combine the Random Field Theory with Monte-Carlo Simulations such as Random Finite Element Method (RFEM) or Random Finite Difference Method (RFDM) have been successfully used for reliability analysis of bearing capacity of strip foundations in many studies [1-3]. It seems, however, that so far these methods were not employed to the 3D problem of bearing capacity of square footing, probably due to high computational cost of such analysis. Preforming such a calculations is the main focus of the present study.

The problem of critical load of square footing on spatially variable Mohr-Coulomb substrate is considered. Two separate cases of substrate are tested, i.e. purely cohesive and cohesive-frictional soil. In the first series of calculations surface smooth footing on weightless soil is assumed. Cohesion is assumed as the only spatially variable property (modeled with random field). The second series of calculations consider smooth footing on self-weight soil. Cohesion and friction angle are assumed as two independent specialty variable properties. The dimensions of the footing in all cases are assumed as 1x1m.

2. Random Field

3-dimensional random fields of cohesion and friction is generated using Fourier Series Method [4]. The method is slower then popular LAS [5] method but allows to reduce computation cost by using cuboid but non-uniform grid which can be adjusted to the problem. For all generated random fields anisotropic exponential correlation model is used (two horizontal scales of fluctuation, namely $\theta_x$ and $\theta_y$ are assumed to be equal):

$$\rho(\tau) = \exp\left\{-\frac{2|\tau_x|}{\theta_x} - \frac{2|\tau_y|}{\theta_y} - \frac{2|\tau_z|}{\theta_z}\right\}$$

For the first series of calculation cohesion has been assumed being normally distributed with mean value of 30kPa and coefficient of variation 0.1. Three different values of vertical fluctuation scale are considered i.e. 0.5, 1 and 2m. Also different values of the horizontal fluctuation scale in rage form 1m to infinity have been assumed. The boundary value problem domain with single realization of random field for $\theta_x = \theta_y = 5m$ and is presented in Fig. 1. For the second series the random fields of friction and cohesion have been assumed as following lognormal and bounded distributions, respectively. Mean values and coefficient of variation has been assumed identical as in the paper [1] ($\mu_c=36kPa$, $\sigma_c=20kPa$, $\mu_\phi=20^\circ$, $\mu_\phi=4.8^\circ$ ) reflecting the data obtained for Taranto clay. In the present study the vertical scale of fluctuation for that case was constant and equal 0.5m, and horizontal scale of fluctuation was changed in the range from 1m to infinity.
3. Results of numerical analysis

The individual realization of the boundary problem were modeled and solved in FLAC3D code. Every considered case of has been simulated at least 1000 times. Both mean values as well as coefficients of variation of obtained values of critical load has been computed. Results obtained in the first series of computations for 1000 of realizations are presented in Fig. 2. The obtained mean values of bearing capacity are very close to each other. The general trend is visible but the values can be slightly disturbed with numerical errors. The diagrams of coefficient of variation are numerically stable and show clear dependence on the values of both fluctuation scales.

4. References

5. Application of numerical techniques to practical problems
1. Introduction

A full scale field experiment was conducted in 2009, in Ruedlingen, Switzerland, where a steep forested slope was subjected to artificial rainfall, resulting in slope failure 15 hours later [1,2]. The experimental campaign included laboratory and in-situ soil characterisation, as well as extensive slope instrumentation and monitoring over a period of nearly 1 year. The hydro-mechanical behaviour of the Ruedlingen slope is studied numerically and reported in this contribution, in order to investigate the failure mechanism and reveal the main triggering agent.

2. Numerical Analyses

The numerical investigation is carried out using the Code Bright Finite Element Method computer code. Figure 1 presents the 2D numerical model, consisting of 6-noded, 2nd order, triangular, solid pore pressure elements, with an average element length of 0.25m. The soil-bedrock interface is simulated as a rigid boundary and its geometry follows the in-situ determined depth of the bedrock. The soil behaviour is modelled using the CASM constitutive model [3], as has been extended for partially saturated conditions using the BBM framework and the corresponding Loading – Collapse behaviour [4]. The void ratio dependent Van Genuchten model is used to represent the water retention behaviour. Table 1 summarizes the mechanical and hydraulic properties, which have been selected based on an extensive calibration exercise on available experimental results for Ruedlingen soil behaviour (e.g., [5]).

<table>
<thead>
<tr>
<th>Mechanical Parameters (CASM)</th>
<th>BBM Framework</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa )</td>
<td>0.01</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>0.13</td>
</tr>
<tr>
<td>( N_{iso} )</td>
<td>2.21</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hydraulic permeability</th>
<th>Water Retention Behaviour (Van Genuchten model)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_{sat} )</td>
<td>( 10^{-5} ) m/s</td>
</tr>
<tr>
<td>( k_{rel} )</td>
<td>( S_r^3 )</td>
</tr>
</tbody>
</table>

Table 1. Soil parameters used in the analyses (symbols defined in Code Bright Users Guide).
3. Results

Following an initial consolidation step, rainfall was simulated as water inflow at the surface of the slope. Based on the field data, two zones were discretized with different rain intensities. The analyses also account for the hydraulic interaction between the soil and the bedrock, through suitable exfiltration and infiltration boundaries, also portrayed in figure 1. Their application follows field observations and results from existing seepage analyses [1].

The analyses managed to capture the experimental behaviour very well. Accurate prediction of the failure time required back-calculation of the saturated permeability, which was found equal to $10^{-5}$ m/s, one order of magnitude higher compared to its laboratory counterpart. Figure 2 presents the distribution of pore pressure, saturation degree, deviatoric deformation and displacements at failure. The results suggest that water exfiltration in the upper part of the slope is the main triggering agent. It is attributed to interconnected bedrock fissures, which re-direct rainfall water from the top of the slope towards lower altitudes [6, 7]. This causes an increase in pore pressure, which increases the mobilised soil strength and thus accelerates plastic straining, which finally leads to the formation of a failure surface at the soil–bedrock interface. Parametric analyses highlight the dominant role of hydraulic permeability in the predicted failure time, while soil strength parameters were also found to play a significant role.

![Figure 2. Distribution of main variables (see fig.1 for the portrayed slope section).](image)
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1. Introduction

The discontinuous and inhomogeneous nature of granular materials leads to complex mechanical behaviours, even in case of simple flow conditions. In particular, granular systems can behave like either fluids, meaning that they yield under shear stress, or like solids able to resist applied stresses without deforming. If grains are widely spaced and free to move in any direction, the medium behaves like a fluid and the stresses are proportional to the square of the strain rate under simple shearing. On the other hand, when particles are densely packed, a network of persistent contacts develops within the medium, and the granular material shows a solid-like, rate-independent behaviour. The mechanical response of the system during the solid-fluid transition, is still an open question.

Whereas several numerical results have been obtained in the literature concerning steady, shearing granular flows, unsteady conditions have been less investigated. In this work, we investigate the fluid-solid transition in unsteady, homogeneous, shear flows of a collection of identical, frictional spheres, by particle simulations.

2. Numerical simulations

The authors have performed DEM numerical simulations of unsteady simple shear flows of frictional spheres. The simulations have been carried out under constant volume in a cubic box of dimension $L$ (figure 1a). 2000 particles of diameter $d$, density $\rho_p$, stiffness $k_n$ and inter-particle friction coefficient $\mu = 0.3$ were used. The system of particles, initially at rest, is sheared by moving the boundaries in opposite directions at constant horizontal velocity $V$ and setting the global shear rate $\dot{\gamma} = 2V/L$.

For steady, shearing flows, solid volume fraction $\nu$ larger (lower) than a critical, $\nu_c$, indicates that a granular system is solid-like (fluid-like), i.e., rate-independent components of the stresses are present (absent). $\nu_c$ is the largest volume fraction at which a randomly collisional granular material can be sheared without force chains spanning the entire domain, and for the granular material here considered is 0.596 [1]. Simulations have been performed considering three volume fractions corresponding to fluid ($\nu = 0.59$), solid ($\nu = 0.62$) and near-to-critical ($\nu = 0.60$) conditions at steady state. At the steady state, there is a one-to-one relation between the critical volume fraction and the critical coordination number $Z_c$, independent of the shear rate [2, 3]. The coordination number $Z$, defined as the average number of contacts per particle, represents an important parameter to describe the granular interaction at large volume fractions, when force chains develop. In this work, we assume the system to experience a transition from fluid to solid states, under unsteady conditions, independently of the volume fraction, when the coordination number reaches its critical value $Z_c$. For the material here considered, $Z_c \approx 4$ [2, 4].

3. Results

The evolution of the dimensionless pressure $p_d/k_n$ and coordination number $Z$ with the accumulated shear strain $\gamma = \dot{\gamma}t$ are illustrated in figure 1(b) and (c), respectively. Starting from fluid conditions, that is in absence of force chains, systems at less than critical volume fraction ($\nu = 0.59$) do not require a long transient regime to reach the steady state, since no persistent chains of contacts among particles form during shear. The continuous destruction and re-building of clusters, together...
Figure 1. (a) Sketch of the flow configuration. Colours indicate speed, from blue (zero velocity of the particles in the core of the domain) to red (maximum velocity of the particles at the boundaries). Evolution of (b) scaled pressure and (c) coordination number for different values of the volume fraction. Steady state values are denoted with dotted lines; the dashed line represents the critical coordination number with the free motion of single particles, gives rise to large fluctuations in both coordination number and pressure. At volume fraction much larger than the critical ($\nu = 0.62$), the system quickly solidifies during shear. The chains of contacts that span the entire domain require time to develop within the sample and, as a consequence, a clear transient regime is shown in terms of both $p$ and $Z$. Once a contact network has been developed, the very small fluctuations of $p$ and $Z$ are due to micro-structural rearrangements during shear. Finally, in the case $\nu = 0.60$ the behaviour of $p$ and $Z$ is initially very similar to the fluid case with large oscillations and significant increase in the coordination number. Then, the granular material experiences a fluid-solid transition, and the fluctuations dramatically decrease. In this second stage, the pressure increases of almost 4 orders of magnitude. The critical value $Z = 4$ distinguishes the fluid-like (large fluctuations) from the solid-like (small fluctuations) behaviour (figure 1c).

4. Conclusions

The fluid-like behaviour is characterized by large fluctuations in pressure and coordination number, due to the continuous destruction/re-building of multi-particles aggregations, which, even if not spanning the entire domain, contribute to the structure of the system. Conversely, the fluctuations are much smaller when a contact network spanning the entire domain develops in the granular material (solid-like behaviour). The fluid-solid transition is characterized by a critical value of the coordination number, independent of the volume fraction.

Acknowledgments This work is funded by Fondazione Cariplo 2016-0769.
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1. Introduction

The limit equilibrium method (LEM) has for a long time been the industry’s choice for the evaluation of slope stability, despite of the inherent limitations of LEM [1] and the development of more accurate methods based on finite element or finite difference discretisation. Reliable and fast methods to assess Ultimate Limit State (ULS) in a wide range of problems, with no need for advanced numerical analyses, remains attractive for industry. Two methods that have recently been developed to assess, among other things, slope stability are the Discontinuity Layout Optimisation (DLO) method [2] and the Finite Element Limit Analysis (FELA) method [3]. DLO gives an upper bound solution, whilst FELA has the capability to approximate both an upper and lower bound solution. In this work these two contemporary methods will be compared against a standard LEM considering both force and moment equilibrium. The software used for the analyses are Slope/W for LEM, Limistate:GEO for DLO and OptumG2 for the FELA.

2. Methodology

Two problems with closed-form solutions, a Prandtl footing [4, e.g.] and a Tresca vertical cut [5], were initially used to evaluate which method (LEM, DLO or FELA) yields the most accurate results. After the initial evaluation, the method with results closest to the closed-form solutions, i.e. in this case FELA, was chosen to be used as a reference for further evaluation. Subsequently, a ten meter high slope was analysed, considering four cases with an increasing number of variables, and three different slope inclinations, namely 1:1, 1:2 and 1:3, respectively. The different cases and the model parameters used are summarised in Table 1, and the cross-section of the slope in Case 4 is shown in Figure 1. The analyses were conducted for the short term (undrained) conditions.

Table 1. Overview of the different variables in the four cases and the soil parameters used in the models.

<table>
<thead>
<tr>
<th>Case</th>
<th>Inclination</th>
<th>Two layers</th>
<th>Water table</th>
<th>Dry crust</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Yes</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>Yes</td>
<td>Yes</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Soil</th>
<th>$\gamma_{\text{dry}}$ ($kN/m^3$)</th>
<th>$\gamma_{\text{sat}}$ ($kN/m^3$)</th>
<th>$s_u$(kPa)</th>
<th>$\phi$ ($^\circ$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil A</td>
<td>16</td>
<td>17</td>
<td>16.8 +1.3/m</td>
<td>-</td>
</tr>
<tr>
<td>Soil B</td>
<td>16</td>
<td>17</td>
<td>10</td>
<td>-</td>
</tr>
<tr>
<td>Dry Crust</td>
<td>19</td>
<td>19</td>
<td>50</td>
<td>30°</td>
</tr>
</tbody>
</table>

3. Results & Discussion

As the initial comparisons with the closed-form solutions showed that the average of the FELA upper and lower bounds were most accurate, FELA was used as the reference. The results of the
Figure 1. Side view of the slope in Case 4 with inclination 1:3. Green part is Soil A, Yellow part is Soil B and Grey part is dry crust. Thickness of the layer with soil B is 4 meters.

Figure 2. Results for all four cases for DLO and LEM, the dashed Ref lines are the average of the upper and lower bound from the FELA analyses.

Simulations of the various cases are plotted in Figure 2. LEM had a disparity between -7.8 to 5.0% for cases 1, 2 & 3 compared to the reference FOS predicted by FELA. The disparity for DLO was somewhat smaller, between -0.3 and 4.1% for the same cases. In case 4, FELA had some problems, as the FOS did not increase with the addition of a dry crust, for slopes with inclination 1:2 and 1:3. FELA was also unable to form a stable lower bound mesh for the slope with 1:1 inclination (which is also theoretically unstable) in undrained conditions. As expected, however, these problems disappeared in drained analysis of case 4 for all three inclinations.

In conclusion the DLO and FELA methods are capable of matching the performance of LEM when it comes to slope stability problems. Since FELA has additional options to include more realism, such as strength anisotropy and seepage, it promises more realistic geotechnical stability analyses than LEM.
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COMPARISON OF DIFFERENT STRENGTH REDUCTION TECHNIQUES ON SLOPE STABILITY CALCULATIONS
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1. Introduction

Limit equilibrium methods are commonly used in practical geotechnical engineering to determine the factor of safety. Powerful numerical techniques like the finite element limit analyses (FELA) and displacement based finite element method are utilized with increased regularity, where for the latter method a strength reduction analysis (SRFEA) is commonly used to compute the factor of safety. For strength reduction methods, usually, the Mohr-Coulomb strength parameters friction angle $\phi'$ and cohesion $c'$ are reduced until limit equilibrium is reached. However, this method is only applicable to material models which utilize a Mohr-Coulomb or similar (e.g. Drucker-Prager) failure criterion. A new strength reduction method for models considering the critical state soil parameters $N$ (ordinate intercept of the normal compression line (NCL)) and the critical friction angle $\phi_c'$ is presented and applied on the material model barodesy. Finally a slope stability problem is considered, where the results of SRFEA with different material models (Mohr-Coulomb and barodesy) are compared with factors of safety obtained with FELA.

2. Methods used for comparison of factors of safety

When performing a standard strength reduction finite element analysis (using Mohr-Coulomb strength parameters) the safety factor resulting from such an analysis can be obtained by reducing the strength parameters incrementally, starting from unfactored values $\phi'_\text{avail}$ and $c'_\text{avail}$, until no equilibrium can be found in the calculations. The corresponding strength parameters can be denoted as $\phi'_\text{failure}$ and $c'_\text{failure}$ and the safety factor $\text{FoS}_{\text{SRF}}$ is defined as:

$$\text{FoS}_{\text{SRF}} = \frac{\tan \phi'_\text{failure}}{\tan \phi'_\text{avail}} = \frac{c'_\text{avail}}{c'_\text{failure}}$$  (1)

When performing a strength reduction finite element analysis in barodesy, the reduction procedure is comparable, but instead of reducing friction angle $\phi'$ and cohesion $c'$, the overconsolidation ratio (reduction of the ordinate intercept of the NCL $N$) and friction angle $\phi'_c$ are reduced. This concept is based on the fact, that peak strength envelopes are dependent on density (i.e. the initial void ratios), the lower the initial void ratio, the higher the peak strength. As long as the soil is highly overconsolidated, peak strength is higher than critical strength. In Mohr-Coulomb models high overconsolidation ratios are considered with the soil parameter $c'$ in barodesy the void ratio is directly included as state variable to consider density. The reduction of $N$ corresponds to a shift of the normal compression line and with this to a reduction of the overconsolidation ratio. This can be seen as a reduction of the cohesion $c'$. As second parameter also the critical friction angle $\phi'_c$ is reduced. This reduction procedure is applicable for all models using parameters of critical soil theory like $N$ and $\phi'_c$ and has been implemented for barodesy for clay [1] in the finite element software Abaqus as user subroutine [2]. Like in all strength reduction techniques, the strength parameters are dependent on a field variable, i.e. the reduction factor, and reduced incrementally until failure.

The concept of limit analysis is based on the theorems of plasticity developed by Drucker et al. [3, 4], namely the lower and upper bound theorem. Both limit theorems assume a perfectly
plastic material with an associated flow rule, and ignore the effect of geometry changes. The approach considers the stress equilibrium equations, the stress-strain relationship and the kinematical compatibility throughout the whole soil body. Hence, limit analysis calculates true collapse loads. The lower bound analysis uses equilibrium and the yield criterion and the upper bound analysis on the other hand, uses velocities and energy dissipation. By maximizing the lower bound and minimizing the upper bound the collapse load can be bracketed in between the lower and upper bound [5]. A detailed description of the formulation of the finite element limit analysis methods (FELA) as used in this paper is given in Sloan [6]. The displacement based finite element analyses were performed using associated and non-associated flow-rules and two different material models (Mohr-Coulomb and barodesy) and according strength reduction techniques. The factors of safety obtained with SRFEA are compared with results from FELA employing different approaches to consider non-associated plasticity [7]. The different approaches for slope stability analyses mentioned above lead to similar results in FoS, cf. Table 1.

![Figure 1: Shear band development in FE calculations with barodesy (left) and SRFEA (right)](image)

<table>
<thead>
<tr>
<th></th>
<th>SRFEA</th>
<th>SRFEAMC</th>
<th>FELA</th>
</tr>
</thead>
<tbody>
<tr>
<td>FoS</td>
<td>1.49</td>
<td>1.45</td>
<td>1.45</td>
</tr>
</tbody>
</table>

Table 1: Results of slope stability analyses performed with different material models applying the different strength reduction techniques
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SUCTION CAISSON INSTALLATION DESIGN FROM CPT,
UTILIZING MACHINE-LEARNING

R. T. Klinkvort¹, G. Sauvin¹ and L. Andresen¹
¹ NGI (Norwegian Geotechnical Institute), Oslo, Norway

1. Introduction

The installation of suction caissons consists of lowering a cylindrical steel caisson to seabed; first, it will penetrate into the soil by self-weight and secondly it will penetrate further, to the installation depth, by applying suction within the caisson. The suction (pressure difference) is applied by pumping water out from the inside of the caisson through the top lid. The key design aspect during installation is the assessment of the penetration resistance and hence the necessary differential pressure. The total penetration resistance (Q_{tot}) of a suction caisson consist of both resistance along the skirt wall (F_{side}) and resistance at skirt tip (F_{tip}), this can be written as:

\[ Q_{tot} = \Delta u \cdot A_{in} + W' = F_{side} + F_{tip} = \sum A_{side} \cdot \tau_{side} + A_{tip} \cdot q_{tip} \]

where, \( \Delta u \) is the differential pressure, \( A_{in} \) the inside caisson lid area, \( W' \) the submerge caisson weight, \( A_{side} \) the inside and outside skirt area, \( \tau_{side} \) the soil skin resistance, \( A_{tip} \) the area of skirt tip, and \( q_{tip} \) the soil resistance at skirt tip.

Even though suction caissons have been used in many different soil conditions, there still exists today uncertainties related to the penetration resistance predictions. This paper presents an attempt to use a database of installation records to optimize a Cone Penetration Testing (CPT) based installation model. We establish a database, consisting of both measured installation data, caisson geometries and corresponding CPT data, from real field installations. We then calibrate a Deep Neural Network using this database.

2. The database

The database consists of data from 97 different field installations from 9 different locations. A total of 953m of penetration data are currently stored in the database. The database mainly consist of installation in clay but also have some layered and pure sand sites (~15% of the dataset). The database consist of the following: Caisson diameter (D), skirt thickness (t), Skirt length (L) and submerge weight of caisson corrected for any crane load (W') together with installation depth (z) versus differential pressure profiles (\( \Delta u \)). For each installation, data from one CPT located in the proximity of the installation is also stored. From the CPT tests, the following data were collected; Tip resistance (q_{c}), sleeve resistance (f_{s}) and pore pressure at tip (u).

<table>
<thead>
<tr>
<th>D [m]</th>
<th>t [m]</th>
<th>L [m]</th>
<th>z [m]</th>
<th>W' [kN]</th>
<th>( \Delta u ) [kPa]</th>
<th>q_{c} [MPa]</th>
<th>f_{s} [MPa]</th>
<th>u [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>3</td>
<td>0.03</td>
<td>5</td>
<td>0</td>
<td>119</td>
<td>0</td>
<td>-0.3</td>
<td>-3.1</td>
</tr>
<tr>
<td>Maximum</td>
<td>9</td>
<td>0.08</td>
<td>15</td>
<td>15</td>
<td>1518</td>
<td>1023</td>
<td>42</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Table 1. Range of collected data.

Table 1 gives an illustration of the diversity of the database. We divide the database into two datasets; and use approximately 90% of the data set to calibrate our model (train set) and the remaining set to test our model against (test set). The test set corresponds to one caisson installation from each site. The train set is further split into two parts; a part for training and a part for validation (20% of train set). The validation set is used to validate the model when the neural network is trained.
2. Artificial Neural Network

We use KERAS [1] running on top of TensorFlow in Python to perform a supervised regression analysis. The Artificial Neural Network (ANN) is a Multilayer Perceptron (MLP) model and consists of three layers with a width of 100 neurons each. We use the rectifier (‘relu’) activation function on all the layers and a least square loss function together with the Adam first-order gradient-based optimization. We calibrate the model with a batch size equal to the full size of the training part of the train set. To avoid over-fitting, we use an early stopping criterion so training of the network stops when no further improvements is seen on the validation set.

The input parameters to this model are the following: $z$, $q_c$, $f_s$, $u \sum (f_s A_{side})$, $\sum (q_c A_{tip})$, $\sum (q_c A_{side})$. Because this ANN model does not include the "memory" of previous layers, we use the summation of the side and tip area multiplied with $q_c$, and $f_s$, respectively.

Following training, the accuracy of the ANN is evaluated as the difference between the predicted value and measured value divide by the measured value. This can be written as:

$$\text{accuracy} = \frac{X_{test} - Y_{test}}{Y_{test}}$$

where: $X_{test}$ is the predicted total resistance ($Q_{tot}$), with the test data input. $Y_{test}$ is the measured total resistance ($Q_{tot}$) for the test data. Figure 1 shows the accuracy of the model when compared with the never seen measured data in the test set.

![Figure 1. Evaluation of model accuracy on the never seen test set](image)

The accuracy of the model shows a standard deviations of $\sigma = 0.33$ and a mean value of $\mu = 0.0$. As a comparison the standard deviation of the train set data is slightly smaller, $\sigma = 0.27$, as expected.

4. Discussion and conclusion

We have established a database with suction caisson installation data and corresponding CPT data. The database will be updated when new data becomes available. The current database is used to calibrate an ANN suction caisson penetration model and to evaluate the accuracy of the model. We can see that the accuracy of the ANN model shows a standard deviation of 33%, which we regards as satisfactory for a model that only takes CPT and caisson geometry as input parameters. The disadvantages of the ANN model is that we do not know how the model is working and the ANN model should therefore only be used within its calibration range, for both caisson geometries and soil conditions. The current ANN does not include memory of any previous soil layers and an update of the model is currently ongoing. As all artificial neural networks, the model will only improve when the data set increases.
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1. Introduction

As the water depth for offshore wind farms increases, jacket substructures represent an effective solution as they offer appropriate structural stiffness combined with reduced wave-induced loading. Jacket substructures can be supported by suction buckets, a foundation concept that offers silent installation and that is faster compared to standard piles. The influence of the foundation on the overall performance of the system (with respect to ultimate capacity, but also in terms of the natural frequency and accumulation of displacements under environmental cyclic loading) is well recognised, yet foundation performance is typically either evaluated separate to the structural response or the geotechnical behaviour is simplified considerably. This contribution explores an integrated approach to modelling the response of offshore wind turbines, using a hypoplastic macro–element model for each of the suction buckets supporting the jacket and assuming these are sufficiently spaced to neglect direct foundation interaction.

2. Macro–element model

The hypoplastic macro–element model adopted for this purpose builds upon an existing formulation [1], originally developed for flat circular foundations, but has been modified to allow for compressive ($V_0^c$) as well as tensile ($V_0^t$) bearing capacities, and calibrated to capture the behaviour of suction buckets in sand on the basis of centrifuge model tests.

The constitutive equation of the macro–element, incorporating the concept of internal displacement [2] reads:

$$\dot{\mathbf{t}} = \mathbf{K}^t (t^*, \delta, \eta) \dot{\mathbf{u}}$$

in which:

$$t^* := \frac{1}{V_0^t} \left\{ V^*, H_x, M_y/\ell, H_y, M_x/\ell, Q/\ell \right\}^T$$

$$u := \frac{1}{\ell} \left\{ U_z, U_x, \Theta_y \ell, U_y, \Theta_x \ell, \Omega \ell \right\}^T$$

are the normalized force and displacement vectors; $\eta = \text{dir}(\dot{u})$; $\ell$ is a characteristic length of the footing and $\mathbf{K}^t$ the macro–element tangent stiffness matrix, given by:

$$\mathbf{K}^t (t^*, \delta) := A_1 (\rho) \mathbf{L} (t^*) + \mathbf{N} (t^*, \delta)$$

$$\mathbf{N} (t^*, \delta) := \begin{cases} A_2 (\rho) \mathbf{L} (t^*) \eta^T \eta^\delta + A_3 (\rho) Y (t^*) m (t^*) \eta^T \eta^\delta & (\eta^\delta \cdot \eta > 0) \\ A_4 (\rho) \mathbf{L} (t^*) \eta^T \eta^\delta & (\eta^\delta \cdot \eta \leq 0) \end{cases}$$

In eqs. (3) and (4), $\rho$ denotes a scaled norm of the internal displacement vector $\delta$ and $\eta^\delta = \text{dir}(\delta)$.

The key modification introduced in the model is the definition of the constitutive functions in terms of the modified vertical load and bearing capacity:

$$V^* := V + V_0^t$$

$$V_0^* := V_0^c + V_0^t$$

This amounts to a translation of the origin of the loading space in the $V$ direction of an amount equal to the tensile bearing capacity $V_0^t$, as shown in Fig. 1. This technique can be applied to any failure locus developed for footings in unilateral contact with the soil, to incorporate uplift strength.
3. Integrated approach: results of numerical simulations

The performance of a jacket–supported offshore wind turbines under cyclic loading has been assessed by means of the FE model shown in Fig. 1. To this end, the macro–element model has been incorporated in two different commercial FE codes (D IANA FEA and ABAQUS) via suitable user element routines, which integrate the constitutive equation (1) by means of an adaptive explicit 3rd–order Runge–Kutta scheme with error control. For comparison, a second FE model has been constructed in which the soil–foundation response has been modeled with linear, uncoupled springs. The macro–element model has been calibrated and validated against physical evidence of foundation performance obtained under natural and artificial gravity. Evidence of the response of suction bucket foundations under vertical cyclic loading into tension can be found in [3]. However, in the simulation presented, the tensile capacity of the buckets has not been considered.

A simplified set of environment loading conditions, with wind and wave loading acting in the same direction, has been used for the simulation. The magnitudes of wind and wave loads have been determined with the commercial software BLADED. The wave load is modelled with a triangular distribution applied to each leg of the structure, with a harmonic variation in time, with period $T = 10$ s, similar to the peak wave period in the JONSWAP spectrum. Wind load has been modeled as a concentrated force at the hub, composed of two parts: a constant force and an harmonic variation in time, with period $T' = 4$ s and amplitude equal to twice the standard deviation of the thrust force distribution. Figs. 1b and 1c show the time history of the nacelle displacement $u_x$ and the horizontal load–displacement curve for one of the upwind buckets, respectively. Both figures show that the ME model predicts a progressive accumulation of horizontal displacements both at the foundation and at the top of the tower. However, nacelle displacements are two order of magnitude larger. This is a consequence of the permanent differential settlements of the upwind and downwind buckets, which results from the coupling effects between horizontal and vertical degrees of freedom. This effect cannot be captured by uncoupled springs, even if non–linear and capable of hysteretic behavior.
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EFFECT OF INSTALLATION HISTORY ON THE LATERAL RESPONSE OF MONOPILES IN DRY SAND
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1. Background

Piles are extensively used as offshore foundations. Large diameter monopiles remain the most prevalent foundation option for offshore wind turbines. Significant research effort has been dedicated to the characterisation of the pile/soil interaction under lateral loading in service, mainly using p-y curves. These were originally developed for small diameter piles undergoing a very limited number of load cycles. In contrast, monopiles for offshore wind turbines can be of the order of 8 m in diameter and be subjected to millions of load cycles over their design life (Byrne et al. 2015). Little attention, however, has been given to date to the effect of pile installation on the subsequent response of monopiles under lateral loading. This paper investigates the effect of different installation methods, including quasi-static jacking, vibratory pile driving and impact driving on the accumulated monopile head displacements under subsequent lateral loading.

2. Methodology and assumptions

The pile installation was modelled using the Coupled-Eulerian Lagrangian (CEL) technique available within Abaqus/Explicit to appropriately model this large deformation process. However, it was not feasible to simulate the whole penetration process considering the extremely high computation cost. Hence, the pile was modelled 24.7 m pre-embedded into the soil using the wished-in-place technique and only the last 0.3 m penetration was modelled.

The pile was modelled as a rigid Lagrangian part. The tubular pile has a diameter of 5 m and a wall thickness of 0.1 m. The target embedment length was 25 m (5D). Only a quarter of the actual geometry was simulated (Fig 1). The soil domain, modelled as an Eulerian part, has a radius of 30 m (6D) and a depth of 40 m (8D). A void region with a depth of 5 m was defined on top of the soil to capture any soil heave during pile driving.

General contact was used to model the pile-soil interface with a penalty algorithm. The pile tip and inner surface were modelled as frictionless, while a roughness of \( \tan \delta / \tan \phi = 0.5 \) (where \( \delta \) is the interface friction angle) was assumed for the pile external surface. Hard contact was used to describe the normal behaviour.

The lateral loading phase was modelled with implicit method within Abaqus/Standard. Only half of the real geometry was modelled. The radius and depth of the soil domain are exactly the same as the CEL model. The mesh for the lateral loading stage was similar to the CEL model (without the void). The pile was modelled as a linear elastic material. In order to consider the effect of installation history on the subsequent response of pile subjected to lateral loading, the soil state following the installation phase need to be used as an initial state. Therefore, the stress components and state-dependent variables, such as the void ratio, were mapped from the CEL model to the lateral loading model. A surface-to-surface contact was used to model the interaction between the pile and soil with a kinematic algorithm in the model for lateral loading. The normal behaviour was described using hard contact. The interaction properties were the same as in the CEL model. Monotonic lateral...
loading was applied at an eccentricity of 3D until the lateral displacement of the pile at the mudline reached 10% of pile diameter.

The sand behaviour was modelled using a hypoplastic constitutive law by Kolymbas (1985, 1991) in the version of von Wolffersdorff (1996), with the enhancement of intergranular strains by Niemunis and Herle (1997), which is capable of capturing the stress- and state-dependent response of sand. The umat implementation of Gudehus et al. (2008) was used in the implicit analysis, while a vumat obtained using the umat and an interface code by Bienen et al. (2014) was used in the explicit analysis.

3. Preliminary results

The numerical analysis results show that the initial stiffness and ultimate capacity of the laterally loaded pile are significantly influenced by the installation method used. In particular, vibro driving causes a significant reduction of both initial stiffness and ultimate capacity (Fig 2). The soil surrounding the pile is significantly densified due to the continuous vibration. The horizontal stress is significantly reduced. In contrast, the degree of disturbance on the surrounding soil is relatively small for impact driving and jacking. The initial stiffness and ultimate capacity are slightly different compared with the wished-in-placed pile. The results reported are based on a soil sample with a relative density of 37% and a driving distance of 0.3 m, such that the effects of the large deformation process of installation may not be fully captured. Validation against centrifuge experimental data is underway. Further research is also required regarding the effects of driving distance, driving energy, driving frequency, pile/soil interaction properties and sand to enhance the understanding and quantification of the influence of installation history on the performance of monopiles under lateral loading from the ocean environment.
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1. Introduction and motivation

Jack-ups are self-elevating mobile units, which are extensively used in the offshore oil and gas industry. Each jack-up leg is generally supported by an individual spudcan foundation. The spudcan installation or reinstallation behaviour on a sloping surface is complex and strongly influenced by many parameters such as seabed geometry, soil heterogeneity and jack-up structural properties, etc. To support and facilitate the industrial design of spudcan foundation, a computer program named SPLAT (Spudcan Leg Analysis Tool) has been developed through a collaboration between the NGI (Norwegian Geotechnical Institute) and COFS (Centre for Offshore Foundation Systems). The SPLAT program covers the most relevant methods of spudcan penetration analysis recommended in industry guidelines (e.g. SNAME, ISO and INSafe) and some newer and more advanced methods developed from recent research using both physical and numerical modelling.

The SPLAT program has been widely and successfully applied to calculate the spudcan penetration resistance (see [1]). However, the program may not be applicable for some following cases: complex spudcan geometry, complex interaction between different soil failure mechanisms (soil plugging, soil squeezing and soil back-flow) and uneven seabed condition. The last case, which could be either a sloping seabed or a footprint derived from previous jack-up installation, is the main focus of the study presented in this paper.

Finite element (FE) analysis using the Coupled Eulerian-Lagrangian (CEL) method has been widely used in solving offshore geotechnical problems involving large deformation. Many researchers have successfully applied the CEL FE-method to deep penetration analyses of the spudcan foundation and suction anchors [2]. This paper aims at applying the Abaqus CEL method to analyzing the spudcan penetration on uneven seabed condition. A series of centrifuge tests of spudcan penetrating next to an existing footprint conducted by Kong [3] as well as centrifuge tests of spudcan installation on different sloping seabed performed by KAIST [4] are back-analyzed. The calculated results provide insight into both the spudcan penetration resistance and the complex soil failure mechanism, which can help to further improve and develop the SPLAT program.

2. Discussion of calculated FE-results

In the Abaqus/Explicit CEL FE-model, the spudcan foundation is assumed to be rigid and discretized by using Lagrangian rigid elements whereas the soil is modelled with Eulerian elements. The spudcan-soil interaction is described by the general contact algorithm. During the deep penetration of the spudcan, the material points (soil) can freely deform through the fixed Eulerian mesh so that no numerical convergence problem caused by severely distorted elements occurs. The clay is modelled by the Tresca model while the Mohr-Coulomb model is considered for the sand.

Kong [3] conducted a comprehensive series of centrifuge tests of spudcan installation in clay next to both idealized and real footprints. Due to the high complexity of the spudcan-footprint interaction problem, effects of different parameters such as the offset distance between spudcan and footprint, the footprint geometry and the clay properties were experimentally investigated in isolation as well as in combination in order to better understand the testing results. These centrifuge
tests are back-analyzed. The calculated CEL FE-results of two typical cases: FS (flat surface, i.e. no footprint) and TB-2D-10D (with idealized footprint) are presented in Figure 1. It can be seen that the CEL FE-analyses can predict reasonably well the centrifuge testing measurements in terms of both the spudcan resistance and the complex failure mechanisms in the soil. The calculated results of the back-analyses of the centrifuge tests and a set of parametric studies using the CEL FE-model provide the good basis for developing a prediction method in the SPLAT program.

![Figure 1. Spudcan resistances and CEL FE-model (left) and soil failure mechanisms (right).](image)

The uneven seabed condition is related to not only existing footprints but also natural sloping seabed. A total of 3 centrifuge tests of spudcan penetrating through silty sand with 3 sloping surface angles of 0°, 5° and 10° were conducted by KAIST [4]. These centrifuge tests are also back-analyzed by using the CEL method. Figure 2 presents a front view of the physical modelling and comparison of the spudcan penetration resistances in the vertical and horizontal directions. It is observed that the FE-results match reasonably well the measurement data. Additional FE-analyses have been performed to support the development of a prediction method in the SPLAT program.

![Figure 2. Physical modelling (left) and measured and calculated spudcan resistances (right).](image)
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1. Introduction

Jack-up units are mobile self-elevating platforms extensively used in oil & gas and offshore wind energy sectors (LHS Figure 1). The super-structure relies on the bearing capacity offered by the circular foundations – known as spudcans – located at the end of each leg. [1][2] demonstrated that when spudcans are installed in fine grained material, consolidation can play an important part in shaping the response of the foundation. In particular, the progressive dissipation of excess pore pressures was demonstrated to increase both vertical and combined multi-directional undrained bearing capacity.

However, jack-ups are constantly subjected to metocean actions, e.g. wind, waves and currents, so that an assessment of the spudcan response to such loading of cyclic nature is required.

![Figure 1. Schematic of jack-up (LHS) and numerical modelling of spudcan foundation (RHS) in finite element code Abaqus/Standard.](image)

2. Methodology

A hypoplastic model for structured clays was adopted to accurately reproduce the behavior of a carbonate silty clay found in the north-west shelf of Australia. The model is a combination of [3] hypoplastic clay model with structured clay extension defined by [4]. The constitutive model is further enhanced with the intergranular strain concept [5], which allows the small strain stiffness to be modelled and the cyclic response to be correctly reproduced.

The Remeshing and Interpolation Technique with Small Strain [6] was used in the finite element code Abaqus/Standard to achieve the desired installation depth \( w/D = 1 \) (\( D \) = spudcan diameter) and analyse further penetration following consolidation. A link between length of consolidation (achieved by holding the vertical load) and increase in undrained bearing capacity \( V_0^* \) was defined.

A case involving no consolidation and two other cases with a non-dimensional period of consolidation \( T = c_v t/D^2 \) = 0.01; 0.05 (\( c_v \) = coefficient of vertical consolidation; \( t \) = dimensional...
time) following penetration to \( w/D = 1 \) were studied. For each \( T \) a parametric study analysed the effects of both mean (\( V_m \)) and cyclic (\( \Delta V \)) component of the cyclic loading. The results obtained from the application of 100 cycles with \( V_m = 0.75V_0^* \) and \( \Delta V = 0.1V_0^* \) are presented here, being \( V_0^* = f(T) \). A loading frequency of 0.1 Hz guaranteed undrained response within the single cycle.

3. Results

Figure 2 shows that a period of consolidation leads to a significantly smaller accumulation of normalised settlement \( \Delta w/D \). The evolution of the normalised excess pore pressures \( \Delta u/q \) (\( q = \) bearing pressure held in consolidation, Figure 2b) appears to play a decisive role, for the delay in dissipation for \( T = 0 \) leads to a settlement rate \(~17\) times higher than the value measured when \( \Delta u/q < 0.1 \).

A broader analysis of the parametric study revealed the importance of the small strain stiffness once most of the excess pore pressures have been dissipated. Lower \( \Delta V \) values consistently led to smaller settlements, due to the intergranular strain direction more frequently aligning with the straining direction, which causes the model to offer a stiffer response.

Figure 2. Normalised settlement \( \Delta w/D \) (LHS) and excess pore pressure \( \Delta u/q \) (RHS) evolution with number of cycles.
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1. Introduction

Numerical techniques like the displacement based finite element method (FEA) and finite element limit analyses (FELA) are utilized with increased regularity to compute ultimate limit states and consequently factors of safety. Since FELA is limited to associated plasticity Davis [1] suggested to use reduced strength parameters in combination with an associated flow rule in order to model non-associated plasticity. When using strength reduction techniques this approach could lead to very conservative results compared to FEA with non-associated plasticity [2]. This issue may be overcome by modifications of the original Davis approach, where the reduced strength parameters are related to the actual degree of non-associativity. Previous studies of slope stability problems showed, that the modified Davis procedure seems to compute more realistic factors of safety [3]. However, the topics addressed in this paper are related to 3D analysis of ultimate limit states. Therefore the paper compares results of 2D and 3D FEA with 2D and full 3D finite element limit analysis, using a recently released Version of the software OptumG3 [4]. The boundary value problem considered for the numerical studies is the bearing capacity of shallow foundations. Additionally a real load test on a shallow foundation is back analyzed by means of FEA and FELA. This load test was conducted as part of the Ballina test field project in Ballina (New South Wales) [5], thus the calculated results are compared with measurements [6].

2. Numerical methods used for comparison

The finite-element code Plaxis [7] is used for all displacement finite-element analyses discussed in this paper. Ultimate limit state considerations employing FEA with non-associated plasticity may lead to numerical instabilities without any clear defined failure mechanism. This is particularly the case for purely frictional materials with high friction angles $\phi'$. Finite element limit analyses were used on the other hand, where FELA provide rigorous upper and lower bounds on the failure load. Therefore, these results are used in the studies as reference solutions for comparison with those obtained from the displacement based finite element analyses.

3. Finite element limit analyses (FELA) vs Displacement based finite element analyses (FEA)

Preliminary studies on the bearing capacity of shallow foundations are based on 2D plane strain and 2D axisymmetric models. Both displacement based FE and FELA have been performed. The soil materials investigated include purely frictional materials (no cohesion), cohesive frictional materials and Tresca type materials. Thus, both drained and undrained conditions are considered. The results obtained with the 2D calculations are compared with full 3D analyses. Based on these studies the influence of the element type, the mesh discretization and the flow rule is discussed.

The paper presents also 3D FEA and 3D FELA of a large-scale shallow foundation load test on soft clay [6]. For FEA different constitutive models have been employed and both strength and stiffness properties used have been validated with in-situ tests and laboratory tests. The class A predictions obtained by means of 2D and 3D FEA are compared with the measurements presented in [6]. Figure 1 shows the 3D finite element model used for the class A predictions and the obtained
failure mechanism. Based on the published test data [6] and [8] the FE model was slightly adjusted and further numerical studies using FEA and FELA have been conducted.

The comparisons show that displacement based finite element analysis yield similar results as FELA as long as a fine mesh discretisation and an associated flow rule is used. When performing FEA in combination with non-associated plasticity the obtained failure load reduces and (in some cases) numerical instabilities occur. 3D FELA on the other hand requires also a reasonable fine mesh along the failure mechanism to decrease the distance between lower- and upper-bound solutions. Currently further research is ongoing to investigate the effect of non-associated plasticity and the performance of the Davis procedure [3] in more detail.

![Figure 1: 3D FE model (a) and obtained failure mechanism (b)](image)
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1. Introduction

In current practice of offshore foundation design, the axial capacity of an offshore pile may be assessed using CPT-based methods, e.g. NGI-05, Fugro-05, ICP-05, and UWA-05. As expected, these methods perform well in the domain they have been calibrated, but their predictions exhibit more scatter when they are applied to other pile load tests. In fact, recent reliability analyses performed for pile foundation of actual platforms show that the model uncertainty associated with different prediction methods is the most important contributor to the uncertainty in foundation performance.

The idea of this work is to propose a 'method-free' CPT-based approach for estimating pile capacities directly from a database of pile load tests using Case-Based Reasoning (CBR). The method is applied on high quality database of pile tests in sand and clay sites. Case-Based Reasoning is an Artificial Intelligence method that captures previous experiences and provides them to solve new problems. A CBR system carries out a similarity-based retrieval in order to best match a new problem to the collection of past cases. Once a CBR system is implemented as learning system, new and adapted cases can be added to the case base, therewith increasing the competence of the system [1]. The method is superior to ANN (Artificial Neural Networks) since it allows the user (i.e. expert engineer) to follow the reasoning step on every level. The method gives possibility of expanding the case base without updating the established control parameters. CBR has been used in other disciplines, but its potential application to geotechnical problems has not been explored. The paper presents the application of the method to estimating pile capacities in layered soils, and compares its predictions with those of the established CPT-based methods in use today.

2. Case-Based (Method-free) Estimation of Pile Capacities

In this work, we implemented a CBR system that estimates pile capacities based on previous observed (measured) capacities from high-quality pile load tests. For the implementation and testing, we used the myCBR tool [2] that has been successfully applied in various domains [3]. Figure 1 summarizes the process schematically.

![Diagram](image.png)

Figure 1. Process of defining a query for a given problem, comparing it to the case base, sorting the results according to their similarity and using the most similar case for making a prediction.

The case-based approach allows one to define customized similarity measures and weights for selecting and prioritizing cases from the case base and therewith provide predictions more suitable than in a pure database retrieval.

We created two different case bases, one for the pile tests in sand and one for the pile tests in clay, with cases following a homogeneous case structure. A case contains of 11 attributes with...
individual similarity measures as well as a weighted function for the similarity-based retrieval. Defined attributes are pile ID, site name, testing info (compression or tension), pile material (concrete or steel), pile diameter (D), (segment) length to diameter ratio L/D, outer surface area of the pile shaft, average in-situ vertical stress (for sand cases only) and average cone resistance along pile length, average unit skin friction, average plasticity index (for clay cases), as input, and average unit base and skin resistances, as output. For the cases, in which only total pile capacity was measured, percentage of shaft and tip resistances were separated based on the average of the predictions of the CPT-based design methods, i.e. Fugro-96, Fugro-10, ICP-05, NGI-05, and UWA-05. The method is verified by testing the cases from the database, i.e. obtaining similarity of 1.0 (i.e. exact match). The retrieval query is initiated with 11 attributes, while the validation testing is performed excluding irrelevant (e.g. pile ID) or unavailable data (e.g. plasticity index).

3. Results

The Tokyo Bay pile test [4] was used for validation case. The results show quite successful prediction of the total capacity as well as the top 12 m skin friction capacity of the pile using the CBR method. However, the skin friction distribution and base resistances deviate from the measurements significantly. The tip resistance is quite significantly overestimated even compared to few CPT-based design methods, which overestimate the base resistance about ~50%. However, this is not surprising as identifying the relative contributions of tip capacity and skin friction of the lowest part of the pile (5 to 10 times the diameter) in pile load tests is very difficult. Nevertheless, the authors believe that the presented CBR tool can be improved by calibrating the number of attributes, their local similarity measures and global weights to obtain successful estimates of pile capacities (both skin and base capacities) in layered soils.

Figure 2. Tokyo Bay pile testing site a) actual and simplified CPT data, b) comparison of field measurements, CBR and CPT-based design method predictions, and c) comparison of measured and predicted skin friction distributions.
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1. Introduction

Mechanical characterization of urban or peri-urban territories is needed for both planning and building designing purposes. Nonetheless, in-field geotechnical investigations are commonly a point-based (e.g. Standard Penetrometer Tests SPT, Cone Penetration Tests CPT, Field Vane Test FVT), Dilatometer Tests DTM and in hole Seismic Tests (SDMT, CH, DH…)) and performed up to tens of meters below the surface, at a few locations, in order to reconstruct a 1D model of the foundation volume. In addition, when seismic urban scale microzonation is undertaken at some locations, drilling tests must be executed for estimating some parameters, such as the liquefaction potential index IL and shear wave velocity VS. This point information is commonly assumed to be representative of subsoil volumes although the following issues should be taken into account:

1) Assessment of spatial variability of natural soil litho-technical properties within a soil type depending on testing device;
2) Heterogeneity of soil and rock formations in space;
3) Different local conditions (water table depth; strata dipping; altitude and topography).

A large Database of Cone Penetration Test profiles (CPTs) was collected throughout the whole territory of Emilia-Romagna Region by the Regional Office for Territorial protection and development (http://geoportale.regione.emilia-romagna.it/it). From this large database 182 CPT readings of cone tip resistance QC and sleeve friction FS, located within the Bologna province territory, were selected to describe the litho-technical unit variability up to 35-m depth using Geostatistical tools implemented in Geovariances ISATIS code (https://www.geovariances.com/en/software-geovariances). The aim of this study is to assess and model the spatial variability of the mixtures of clay, silts and sands, in order to produce 3-dimensional estimates of the mechanical variables and their uncertainties on the Bologna province.

In this study the application of ordinary kriging [1] to QC and FS has been shown and the maps of the estimated values and their uncertainties have been illustrated.

2. Spatial variability assessment and modelling of CPTs profiles

Geostatistics is based on the Regionalized Variable Theory [2]. This theory states that spatial measurement values are spatially correlated so that the estimates of a variable can be expressed as the summation of its expected value, a random fluctuation spatially correlated and a residual error that is not spatially correlated (characterized by a null mean value and its variance σ2). Kriging method, like all interpolation techniques, is built on the basic principle of geography that “things that are close to one another are more alike than those farther away from each other” (quantified here as spatial autocorrelation). The empirical semivariogram is a means to explore this relationship. To make spatial prediction, an authorized mathematical model has to be fitted to experimental variogram.

In this case study, the 3D anisotropic spatial model has been built from the 182 QC and FS profiles performed within about 30 km area and approximately 1km apart. The vertical profiles
extended up to 20 to 35-m depth and data have been recorded each 2 cm. From the experimental measures the following nested semivariogram models have been drawn (Fig. 1).

![Figure 1](image1.png)

**Figure 1.** Experimental directional variograms (dots) and fitted nested anisotropic models (line) of $f_s$ measures: a) surface and b) vertical direction.

The Kriging estimate can be calculated by solving the system of linear equations through inverting the coefficient matrix. From its solutions, estimation variance is also calculated, which is a measure of uncertainty (Fig. 2).

![Figure 2](image2.png)

**Figure 2.** a) 3D estimates of $f_s$ variable and b) uncertainty of $f_s$ estimates expressed in relative terms as the ratio of 95% confidence interval of $f_s$ estimation to its estimated value.

As a result, the 3D continuous model of the sleeve friction (Fig. 2a) shows an area of higher values at the southern border side which highlights the presence of coarser alluvial fans interdigitated within the finer soil mixtures. The reliability of this litho-technical model is evaluated by the uncertainty index NCI (Normalized 95% Confidence Interval) distribution (Fig. 2b).
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1. Introduction

Because of issues associated with climate change, such as extreme weather events, the analysis of geotechnical problems generally requires increasing attention being paid to the effect of the hydraulic characteristics on the behavior of unsaturated soils. This is especially important in problems such as landslides, the wetting collapse of soil induced by unpredictable heavy rainfall, and expansive soil problems due to cyclic climatic drying and wetting processes. In this study a stress-saturation constitutive model ([1], [2]) of unsaturated soil is implemented in the finite element (FE) framework by considering hydraulic hysteresis effects and fully coupled hydro-mechanical interaction. During nonlinear analysis by the FE method, the stresses are required to be updated by integrating the constitutive equations with a known strain increment, so stress integration is an essential task. In addition, the governing equations need to be consistent with the constitutive model, as this will affect individual terms in the global equations. When extending the capabilities of a numerical tool to incorporate advanced soil models for consolidation analysis of unsaturated soils, it is important to ensure that the governing equations are consistent with the applied constitutive model, including the stress variables and the hydraulic behaviour. This consistency is usually ignored in the literature for simplicity, but its inclusion and examination is the main goal of this study.

2. Stress integration

The general form of the constitutive equations required for stress integration is derived based on [3]. Although the constitutive model is developed in the space of Bishop’s effective stress (\( \sigma^' \)) and the effective degree of saturation (\( S_e \)), the degree of saturation (\( S_r \)) and the net stress (\( \sigma \)) are updated at each stress point during the stress integration by solving the following system of partial differential equations:

\[
\left\{ \frac{d\sigma}{dS_r} \right\} = \begin{bmatrix} D_{ep} & W_{ep} \\ R_{ep} & Q_{ep} \end{bmatrix} \left\{ \frac{d\varepsilon}{du_w} \right\}
\]

(1)

where matrices \( D_{ep}, W_{ep}, R_{ep} \) and \( Q_{ep} \) are developed based on the method proposed by Zhang and Zhou (2016), \( \varepsilon \) is the strain and \( u_w \) is the pore water pressure. In the general form, the suction is treated as a strain variable, but the degree of saturation used in this constitutive model is treated as a stress variable. An explicit integration scheme is adopted to solve Equation (1) in this research.

3. Governing equations

The simplest formulations which capture the key features of unsaturated soil behaviour are based on mass conservation of water and mechanical equilibrium of the total soil volume. The net stress (\( \sigma \)) is adopted instead of the effective stress in the mechanical equilibrium due to the requirement of the stress integration. For the mass conservation of water, considering the mass balance of pore fluids leads to the continuity equation of pore fluid flow. The volumetric water content, \( \theta_w = n \cdot S_r \) in the mass conservation, and \( \dot{\theta}_w = \dot{n} = \dot{\varepsilon}_v \) (where \( n \) is the porosity and \( \varepsilon_v \) is the volumetric strain) with \( S_r \) taking a value of 1 in fully saturated conditions. That means the
changes in net stress or pore water pressure causes a change of volumetric strain ($\dot{\varepsilon}_v$), and also changes in the porosity ($\dot{n}$) with equal effect. Thus, the effective stress ($\sigma'$) is used for fully saturated conditions to determine the volumetric strain. However, in unsaturated conditions, changes in $\theta_w$ result from both changes in the porosity ($\dot{n}$) and the degree of saturation ($S_r$), where $\dot{n} = \dot{\varepsilon}_v$. The change of degree of saturation ($\dot{S}_r$) involved in $\theta_w$ is normally obtained from the soil-water characteristics as $S_r = f(s)$ [4]. However, the change of net stress may also cause the change of degree of saturation as some deforming voids can result in the water drainage. The change of the degree of saturation in this model is determined as ([1], [2]):

$$dS_r = \frac{\partial S_r}{\partial s} ds + \frac{\partial S_r}{\partial \varepsilon_{vs}} d\varepsilon_{vs}$$

(2)

where, $\dot{\varepsilon}_{vs}$ is the volumetric strain caused by the change of net stress, $\partial S_r/\partial \varepsilon_{vs}$ is given by Zhou et al. [1], and $\partial S_r/\partial u_w$ is obtained from the hysteresis behaviour [2].

4. Flexible footing analyses

Two-dimensional problems of a flexible strip footing on an elastoplastic soil layer are considered in this section. Mechanical loading is applied to the soil after drying-wetting cycles. Figure 1(a) shows that suction path ABA and ADA are simulated without hysteresis behaviour, and path ABC and ADE consider the hysteresis effect. Figure 1(b) shows the hydraulic hysteresis behaviour has a significant effect on the mechanical behaviour of the footing. In conclusion, the stress-saturation model has been implemented into FE frame work with new proposed general constitutive equations and governing equations, and the FE code is advantageous for coupled analysis of geotechnical problems with hydraulic hysteresis effects.

![Figure 1 Hydraulic path and footing centre displacement during loading](image)
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1. Introduction

The most commonly used sampling method is the tube sampling and constitutes a core activity in site investigation. During the process—that encompass boring, sampling, storage and extrusion—the sample may suffer significant disturbance and the soil may no longer be representative of the in situ state [1].

Traditionally, this problem has been studied by approximated analytical methods, such as the Strain Path Method [2] but very limited numerical work has been performed on the process [3]. Realistic numerical simulations of this problem are now becoming possible thanks to methods like the Particle Finite Element Method (PFEM) [4].

2. Simulation method

The PFEM is characterized by a particle discretization of the domain: every time step a finite element mesh—whose nodes are the particles—is constructed using a Delaunay’s tessellation and the solution is evaluated using this mesh with well-shaped, low order elements. The continuum is modeled using an Updated Lagrangian formulation.

Numerical simulations have been carried out by means of the numerical code G-PFEM [5], specifically developed for the analysis of large strain contact problems in geomechanics. The code is able to accurately simulate the interaction between fluid-saturated porous media and rigid structures.

The sampling process occurs at relatively high velocity compared with the hydraulic properties of clay; as such, it is modeled with a total stress approach. Then, the material is assumed to satisfy a Tresca yield criterion in conjunction with a linear elastic model. A Poisson’s ratio of 0.49 is used. Therefore, techniques to alleviate volumetric locking are required: in this work, a mixed stabilized formulation is adopted [5].

3. Representative numerical simulation

For the reference case, a rigidity index, \( I_r = G/S_u \), equal to 100 is considered and the contact interface is smooth. The sampler is thick—the ratio between the outer diameter and the thickness is equal to 10—and its tip is rounded; Figure 1 shows the employed axisymmetric model.

Figure 1 depicts the Almansi vertical strain. All the material that enters the sampler suffers high vertical strains in compression whereas very low deformations are found in the rest of the soil mass. From this figure, the failure mechanism may be interpreted: just beneath the tube sampler a localization zone is formed and soil exhibits high plastic vertical strains and compression in the radial and circumferential directions; once the soil element is inside the tube sampler the soil remains in elastic regime. All deformation occurs in the area of the cutting shoe of the sampler.

The value of the vertical strain at the centerline has been frequently regarded as a magnitude of soil disturbance due to the sampling process. For instance, using the Strain Path Method [2], the values of the maximum and minimum vertical strain coincide (in absolute value) and are equal to 3.85% for this particular geometry. In contrast, in the numerical analysis reported here, the maximum vertical extension is in the order of 50% whereas the maximum compression is 0.4%.
Figure 1. Vertical component of the Almansi strain tensor at several normalized penetrations.
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Static liquefaction can be described as a significant increase of excess pore water pressure in loose saturated sand, which causes substantial loss of shear strength in a strain-softening manner. This complex phenomenon may induce excessive deformation, such as the failure of earthen embankments and submarine landslides. In this study, static liquefaction is numerically modelled with the double-point Material Point Method (MPM) [1, 2, 3]. The novel part of the research is that MPM is combined with an elasto-plastic UBC3D-PLM constitutive model [4] and the numerical results are validated experimentally.

MPM [5] is an effective tool to simulate problems that involve large deformations. It is a continuum-based method, where the material is represented by a set of Lagrangian particles that move through an Eulerian background mesh. In double-point MPM, solid and liquid phases are represented by distinct sets of particles allowing modelling of the accumulation and dissipation of excess pore pressure, the fluid-like behaviour of soil, and the transition from free water to groundwater. The motion of both phases is captured by momentum balance equations, which include the drag force as described in [6] and are solved in their weak form.

The effective stress is calculated by UBC3D-PLM model, a three-dimensional generalization of the well-known UBCSAND model [7]. In the UBC3D-PLM model, the elastic behaviour is described by a nonlinear Hooke’s law, whereby the elastic shear modulus and the elastic bulk modulus are stress-dependent. The model uses two yield surfaces in order to distinguish between primary and secondary loading. Both yield surfaces are defined by the Mohr-Coulomb yield function, while the plastic potential function originates from the Drucker-Prager criterion.

The numerical results are compared with experimental tests describing static liquefaction of a submerged column of loose sand with a length and height of 0.40 m and width of 0.22 m. The sand (median diameter, D50=0.135 mm) is deposited in a flume filled with water and constrained with a removable vertical plate on one side. The failure, monitored with a video camera, is triggered by removing the confining plate, which results in a sudden collapse of the sand. Furthermore, a set of triaxial tests were performed to calibrate the UBC3D-PLM parameters (Figure 1).

Figure 1. Curve fitting results for deviatoric stress $q$ and pore water pressure $p_{w}$ versus axial strain $\varepsilon_a$. 
The comparison of numerical and experimental results is shown in Figure 2. The liquefaction started almost immediately in both cases, and the numerical simulation accurately captured its general evolution. However, the failure process progressed approximately 4 times faster during the MPM simulation than it was observed in the laboratory. In addition, the numerical prediction of the final displacement of the deposit was approximately 0.3 m larger than the experimental one. These inaccuracies can probably be eliminated by including the soil viscosity in the constitutive model.

\[
t_{\text{exp}} = 1.0 \text{ s}, \quad t_{\text{num}} = 0.25 \text{ s} \\
t_{\text{exp}} = 2.0 \text{ s}, \quad t_{\text{num}} = 0.50 \text{ s}
\]

Figure 2. Experimental results and their comparison with the numerical simulation; \(t_{\text{exp}}\) denotes the experimental time, \(t_{\text{num}}\) denotes the numerical time. The colour of the material points identifies the porosity varying from 0.49 (dark blue) to 0.52 (red).

In this study, double-point MPM has been applied in conjunction with UBC3D-PLM model to numerically model static soil liquefaction. While the constitutive model can be further improved, it was demonstrated that the considered numerical approach captured the general evolution of the failure observed experimentally.
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1. Introduction

The collapse of soil columns is commonly employed in geotechnical modelling to study the rheology of complex natural mixtures, as well as to calibrate major parameters controlling free surface earthfall behavior and potentially correlated debris-flows.

Despite many experimental and computational works formerly carried out, the scientific literature still lacks experiences with 2-phase models. Capturing solid grains and pore fluid interactions and their evolution along time is challenging. This issue is investigated numerically in this study by means of the Material Point Method (MPM). The potentialities of a recently proposed 2-phase 2-point formulation [1], implemented in the software Anura3D (www.anura3d.eu), are investigated.

This formulation assumes that the saturated porous medium consists of a superposition of two independent continua, and it is governed by the momentum balance and mass balance equations of the two phases, together with the constitutive laws. The drag force determines the interaction between the phases. The solid skeleton and the liquid phase are represented separately by two sets of Lagrangian MPs: solid material points (SMPs) and liquid material points (LMPs). While SMPs move attached to the solid skeleton, LMPs follow the liquid motion, both carrying properties of respective phases. The behaviour of the continuum can vary from dry porous media to pure fluid; moreover fluidization and sedimentation processes can be simulated. The latter lead to extreme changes in flow regime and high volumetric strain rates depending on concentration ratio gradients of the two phases.

2. Results

This groundbreaking formulation is tested in the present work, focusing on two main aspects: the drag force expression, and the phase transition from solid to liquid state.

The drag force vector, incorporates two terms (see Eq. 1): a first “viscous” term, linearly proportional to the relative velocity between the phases through the material permeability, and a second term depending on the squared of the relative velocity vector, introduced by [2], to correctly account for turbulent flow. The drag expression resembles the formulation proposed by Ergun, after studies on fluidized beds, including two empirical constants (A, B) from the same work [3].

\[
f^d = \frac{n_L}{\kappa_L} \beta n_L^3 \rho_L |\mathbf{v}_L - \mathbf{v}_S| (\mathbf{v}_L - \mathbf{v}_S)
\]  

(1)

Where \( n_L = \) porosity, \( \mu_L = \) liquid dynamic viscosity, \( \rho_L = \) liquid density, \( \mathbf{v}_L = \) liquid velocity, \( \mathbf{v}_S = \) solid velocity, \( \beta = \) non-Darcy flow coefficient depending on \( \kappa_L = \) intrinsic permeability as follows

\[
\beta = \frac{B}{\sqrt{\kappa_L A n_L^3}}, \kappa_L = \frac{D^2}{A} n_L^3/(1 - n_L)^2
\]  

(2)

A=150 and B =1.75 are empirical constants, \( D = \) effective grain size diameter.

Since the influence of the soil intrinsic permeability, calculated and updated at every time step with a Kozeny-Karman formula, plays a fundamental role in the drag force computation, a parametrical study has been performed on columns with three different values of initial intrinsic permeability (Fig. 1), depending on grain effective diameter variations, since initial porosity is constant for all the cases.
Another series of tests was undertaken for each column, with drag force including or neglecting the non-linear term, to make comparisons in terms of viscous or kinetic forces predominance, during the run out (Fig. 1). Analyzing the propagation of the front, the formation of a granular front appears in coarse materials if both linear and quadratic terms of the drag force are included. In contrast, a liquid front is observed if only the linear term is used. Concurrently, particle recirculation seems to develop in a portion close to the front and at the contact with the column base.

As previously mentioned, a special attention was given to the liquefaction process, thanks to an assigned value of maximum porosity, separating solid and fluid states; it essentially corresponds to the moment of complete particles detachment, which fluctuates in the fluid, loosing all the resistance and cohesion properties, with consequent effective stress state annulment.

In conclusion, this numerical work on saturated soil columns collapse, draws attention to the need of further research to correctly evaluate stress states in both phases, and to understand the correlation between fluid flow and solid stress transmission. A key issue to correctly describe these problems is the definition of the interaction term (drag force in eq. 1) between the two phases.

$$k_{L\text{,initial}} = 1.185 \cdot 10^{-13} \text{m}^2$$

$$k_{L\text{,initial}} = 1.0214 \cdot 10^{-5} \text{m}^2$$

$$k_{L\text{,initial}} = 1.185 \cdot 10^{-7} \text{m}^2$$

Figure 1. Location of LMPs (blue dots) and horizontal displacements for SMPs at time t=2.5 s for columns with 3 different initial intrinsic permeabilities. Left set performed with linear and quadratic terms of drag force, right set performed only with linear term.
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1. Introduction

Interaction between free water and fully saturated soil is observed frequently in geotechnical engineering; e.g. the phenomenon of hydraulic heave or dam-water interaction. Software packages based on the Finite Element Method (FEM) are normally used to simulate such cases with domain decomposition being used to represent free water and fully saturated soil separately along with appropriate boundary conditions. In applications including large deformations, the boundary is not defined clearly and FEM is not capable of simulating large deformations of the soil.

In this study the Material Point Method (MPM) is used to represent large deformations. The applicability of MPM for geotechnical engineering has been demonstrated by different researchers (e.g. [1] and [2]). Here water (free and pore water) is represented as one continuum, where a sudden jump from free water with a porosity of one to fully saturated soil with its porosity causes numerical difficulty specially when linear elements are used. Here the third order B-Spline functions are used in an in-house developed MPM program as the shape functions to represent the porosity field.

2. Methodology

MPM is a numerical procedure that is capable of representing large deformations and displacements of a continuum, and overcoming the mesh tangling problem of classical Lagrangian FEM [1]. Here the continuum is represented using material points or particles that move through a background fixed Eulerian mesh. The method has already been applied to biphasic applications in geotechnical engineering where single type particles [1] and double type particles [2] are used to represent the biphasic medium.

The governing equations are the momentum balance of the water and solid phases. The momentum balance of the water phase can be written as:

\[ M^w \ddot{a}^w = F_{\text{trac}}^w - F_{\text{int}}^w - F_{\text{porosity}}^w - F_{\text{drag}}^w + F_{\text{grav}}^w \] (1)

where \( \ddot{a}^w \) is the acceleration vector, \( M^w \) is the lumped mass matrix, \( F_{\text{trac}}^w \) is the traction force vector, \( F_{\text{int}}^w \) is the internal force vector and \( F_{\text{grav}}^w \) is the gravitational force vector of the water phase. The vector \( F_{\text{porosity}} \) is the force due to the change in the porosity field and \( F_{\text{drag}} \) is the interaction force between the water and solid phases.

The momentum balance of the solid phase can be written as:

\[ M^s \ddot{a}^s = F_{\text{trac}}^s - F_{\text{int}}^s + F_{\text{porosity}}^s + F_{\text{drag}}^s + F_{\text{grav}}^s \] (2)

where, \( \ddot{a}^s \) is the acceleration vector, \( M^s \) is the lumped mass matrix, \( F_{\text{trac}}^s \) is the traction force vector, \( F_{\text{int}}^s \) is the internal force vector and \( F_{\text{grav}}^s \) is the gravitational force vector of the solid phase.

3. Results

Based on the above mentioned formulation a 2-D plane strain program is developed with linear elements using two different sets of particles to represent the water and solid phases separately. To calculate the gradient of the porosity field third order B-Spline functions are used as the shape functions as shown in Figure 1. To show the effectivity of using B-spline functions for the
porosity field an example is considered in which half a meter fully saturated soil is submerged under half a meter of water. The pressure of the water and effective stress in the soil for the hydrostatic condition is compared with analytical solution, first without considering $F_{\text{porosity}}$ and then considering this term using linear shape functions and finally using third order B-spline shape functions. This is done for three different cases, namely when the boundary between free water and porous medium is sharp (Figure 2), when one element is used as transition (Figure 3) and when two elements are used as transition at the boundary where the porosity is decreased from 1 in free water to 0.4 in soil. As can be seen in the figures the pressure in free water matches well with the analytical solution in all cases. The oscillation at the boundary decreases by using B-spline function as well as using a transition zone between the free water and biphasic medium. The method will be used to simulate the hydraulic heave phenomenon and the results will be compared to analytical solutions and experimental investigations which will be shown in the presentation at the conference.

![Figure 1: Third order B-spline functions](image1)

![Figure 2: Sharp boundary](image2)

![Figure 3: One element transition](image3)

![Figure 4: Two elements transition](image4)
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1. Introduction

The pile installation leads to significant changes in soil structure and soil state (void ratio and stress state) in the vicinity of piles which affects their lateral and axial bearing capacity. A good understanding of the effect of pile installation on the bearing capacity is expected to reduce costs in the construction of both off-shore and on-shore foundations. A proper numerical tool for simulating pile installations would allow assessing installation time, pile refusal probability and material fatigue which are important factors in the reduction of costs. The effect of pile installation cannot be considered using common numerical simulation methods (e.g. Finite Element Method) as it involves modeling of large deformations which is problematic. The Material Point Method (MPM) was introduced by Sulsky et al. [4] for solving problems in which large deformations are involved. The method can be considered as an extension of the Updated Lagrangian Finite Element Method (UL-FEM). In order to prevent mesh distortion, associated with the Lagrangian method, all computational data including stresses and state variables are stored in material points, which move through the Eulerian mesh at the end of each computational step. In this way, the method benefits from the advantages of both Lagrangian and Eulerian methods, while preventing the disadvantages of those methods, namely the mesh distortion in the Lagrangian method and the difficulty in tracking of state variables in history dependent materials in the Eulerian method. Extra calculation steps introduced in the MPM, compared to the UL-FEM, make the method computationally expensive. Furthermore, in order to properly describe the mechanical behaviour of soils, highly nonlinear material models are needed which makes the method more expensive. For axisymmetric large deformation problems, such as installation of piles with circular cross-sections, the 3-dimensional formulation of the method can be simplified to a less expensive 2-dimensional axisymmetric form. In this paper, a 2-dimensional axisymmetric formulation of the Material Point Method, which is implemented in an in-house MPM code [1], is used to simulate a series of pile installations under cyclic loading in centrifuge. The quality of the simulation is assessed by comparing the results of the numerical simulation to the results of the physical modelling.

2. Numerical and physical modelling

The experimental set-up is shown in Figure 1. The tests were carried out in a 0.6 m diameter and 0.79 m tall steel sand-filled container. The Baskarp sand was used for the tests. The basic soil parameters of the sand and the full description of the tests can be found in [2]. The hypoplastic model [3] is used to describe the mechanical behavior of the sand using MPM.

The cone penetrometer is initially wished in placed at the depth of $10D = 0.113 \text{ m}$ below the ground surface. The cone penetrator is then pushed into the sand using the following cyclic prescribed displacement with $v_0 = 1 \text{ mm/s}$ and $A = 0.25 \text{ mm}$:

$$ u = v_0 t - A \sin(2\pi t) \quad (1) $$

The comparison of the numerical and the experimental results is shown in Figure 2 for two samples, namely a loose sample ($RD = 37.5\%$) and a dense sample ($RD=65.5\%$).
Figure 1. Test set-up; a) dimensions of cone penetrometer; b) dimensions of centrifuge test set-up; c) Photograph centrifuge test set-up

Figure 2. Comparisons of the numerical simulations to the experimental tests; Left: $R_D=65.3\%$; Right: $R_D=37.5\%$.
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1. General

The Boundary Element Method (BEM) is ideally suited for underground excavation problems because the infinite domain can be explicitly considered. Isogeometric concepts have been introduced into the Boundary Element Method (IGABEM) in recent years and this has resulted in a more accurate description of the geometry and more accurate simulations with fewer unknowns. This is because of the unique features of the NURBS patches, which allow smooth geometries to be defined with few parameters. The aim of the current paper is to show how geological features can be incorporated in the analysis without generating a mesh. Geological inclusions are defined by bounding NURBS patches and a linear interpolation between them. The inclusions can have material properties different to the infinite domain and can also exhibit nonlinear material behaviour.

2. IGABEM with inclusions

Details of the implementation of the IGABEM with inclusions have been presented elsewhere \cite{1,2}. The effect of inclusions is considered via body forces. These give rise to volume integrals, which are dealt with in an innovative way. The result is that a simulation can be carried out without mesh generation. For the approximation of the unknowns we use a geometry independent field approximation, meaning that the description of the geometry remains unchanged while the approximation is refined.

3. Results

Results of test examples, which prove the accuracy of the proposed method are being reported elsewhere \cite{3}. Here we revisit a 3-D simulation, which was carried out some time ago with the coupled Finite Element/Boundary Element program BEFE reported in \cite{4}. The example relates to the simulation of the Masjed cavern in southern Iran. A cross-section showing the final excavation geometry and the geology is shown in Figure 1. The properties of the mudstone layers, which were considered in the simulation, are shown in Table 1. The compressive virgin stresses were assumed to be $\sigma_{z0} = 0.027 \times \text{depth MPa}$ and $\sigma_{x0} = \sigma_{y0} = 0.5 \times \sigma_{z0}$, the depth on the top of the cavern being 310 m. Figure 1 on the right shows the definition of the geometry of the cavern and of the inclusions by finite and infinite NURBS patches. Only 9 control points were required to exactly specify the geometry of the cavern in one section. The simulation has only 192 degrees of freedom. The results

<table>
<thead>
<tr>
<th></th>
<th>Modulus</th>
<th>Poisson’s ratio</th>
<th>Yield condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rock mass</td>
<td>10 GPa</td>
<td>0.2</td>
<td>elastic</td>
</tr>
<tr>
<td>Inclusions</td>
<td>6 GPa</td>
<td>0.25</td>
<td>Mohr-Coulomb ($\phi = 30^\circ$, $c=0.73$ MPa, $\psi = 0$)</td>
</tr>
</tbody>
</table>

Table 1. Properties
Figure 1. Masjed cavern: Geology (left) and Definition of geometry and inclusions with NURBS patches (right). Control points are depicted by hollow squares.

were compared with the BEFE simulation which has over 4000 degrees of freedom. Figure 2 shows a comparison of the displaced shape. The maximum downward displacement of the BEFE analysis was 0.0248 m and of the current analysis 0.0245 m.

Figure 2. Masjed cavern: Comparison of displacements. Left IGABEM, right BEFE

4. Summary and Conclusions

A novel approach has been presented for the 3-D simulation of underground excavations without the requirement of mesh generation. Geometrical data can be taken directly from a CAD program and no refinement of the geometry is required. The approximation of the unknowns is achieved via the refinement options available for NURBS. Good agreement with a coupled analysis was found.
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Abstract

The development of nuclear energy raised the issue of radioactive waste disposal in deep geological formations. Clay formations in their natural state show very favorable confining conditions as repositories for radioactive waste due to their generally low values of hydraulic conductivity and significant retention capacity for radionuclides. Three clay formations in Europe are currently being studied in details as potential host rocks for high level radioactive waste disposal, i.e. the Boom Clay in Belgium, the Opalinus Clay in Switzerland and the Callovo-Oxfordian Claystone (COx) in France. Lastly, the French national radioactive waste management agency (Andra) started building the underground research laboratory (URL) at Bure in the Meuse district. Several specific in situ experiments were carried out with the main objectives in term of underground civil engineering to: (a) evaluate the geological environment of the future Deep Geological Repository (DGR), (b) collect data from the clay formation in order to assess the performances of the future DGR, (c) test and demonstrate the feasibility of the future DGR. The feedback of these experiments and in situ measurements as well as the numerous theoretical analyzes and numerical modeling works undertaken on the COx allowed to identify the key mechanisms (mainly in the framework of THM processes) governing the behavior of the COx\textsuperscript{[1]}. In addition to the THM processes and the associated parameters, it appears necessary to consider the anisotropies (mechanical, hydraulic and thermal) of such rock, but also its time-dependent behavior. This paper deals with these issues.

Saturated hydromechanical coupling was investigated on a circular experimental gallery of radius 2.6 m (GCS drift) excavated following the principal major stress and without rigid lining at the URL. The plane strain assumption is considered. Then a cross section of the GCS drift with a drainage condition along its wall, was modeled with COMSOL Multiphysics software. The initial pore pressure and in situ stress fields at the main level (-490 m) are given in figure 1. The model geometry and the poromechanical properties are presented in figure 1 and table 1, respectively. For simplicity, the creep of COx is described by a power law (A=1.26x10\textsuperscript{-26} Pa\textsuperscript{1/n} s\textsuperscript{-1} and n=1.98).

The instantaneous (t=0+) response induced by excavation leads to overpressures with a maximum value of 1.3 MPa in the horizontal direction (i.e. direction of initial minor stress) and underpressures in the vertical direction (i.e. direction of initial major stress) with respect to the GCS section (figure 2). These pore pressure distributions are in good agreement with a poroelastic analysis presented by [2]. Moreover, with time and in the horizontal direction, the pressure peak, shift towards the interior of the rock mass and decreasing with time at a very small rate due to the low permeability of the COx. This remains in agreement with the in-situ observations [3].

It is observed that the evolution of the pore pressure around drift, is not influenced by creeping (figure 2), in accordance with the creep model used (not dependent on the mean stress). Conversely, the creep relaxes the von Mises stress until a distance of 2 diameters (depending on the used creep model and associated parameters) from the wall (figure 3 b) at 100 years. The radial displacement (figure 3 a) highlights a significant increase in magnitude from 10 years. These results will be compared with the in-situ measurements.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_x / E_y$</td>
<td>(GPa)</td>
<td>5.2 / 4</td>
</tr>
<tr>
<td>$\nu_{xz} / \nu_{yx}$</td>
<td>(-)</td>
<td>0.2 / 0.3</td>
</tr>
<tr>
<td>$G_{xy}$</td>
<td>(MPa)</td>
<td>1740</td>
</tr>
<tr>
<td>$b$</td>
<td>(-)</td>
<td>0.6</td>
</tr>
<tr>
<td>$k_x / k_y$</td>
<td>(m$^2$)</td>
<td>$4/1.33 \times 10^{-20}$</td>
</tr>
<tr>
<td>$\phi_0$</td>
<td>(-)</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Table 1. Poromechanical properties.

Figure 1. Geometry and boundary conditions.

Figure 2. Pore pressure profiles (a) horizontal direction (b) vertical direction (continue = poroelastic, dashed = poroviscoplastic).

Figure 3. (a) Radial displacement and (b) von Mises stress in the horizontal direction (continue = poroelastic, dashed = poroviscoplastic).

References

A MACROELEMENT FOR COUPLED ANALYSIS OF THE MECHANICAL RESPONSE OF DEEP TUNNEL FRONTS IN COHESIVE SOILS
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1. Introduction

The macroelement (ME) approach, commonly employed to study soil-structure interaction problems, stems from the aim of describing the global response of a complex system by means of a single upscaled constitutive relationship, relating generalized forces and displacements. In this work, a new generalized non-dimensional strain hardening elastic-plastic constitutive relationship aimed at simulating the mechanical response of deep tunnel fronts in cohesive soils is presented. As is well-known, this problem is governed by the consolidation process taking place in the soil domain: the system response is severely affected by the excavation rate and during front standstill the front displacements progressively increase with time. The authors employed the results of a series of non-linear 3D FEM numerical analyses ([1]) to conceive and to calibrate a new constitutive relationship. To take into account the consolidation process in the constitutive law, the authors defined a “generalized effective stress principle” and introduced in the constitutive relationship the dependence on a suitably defined non-dimensional time. The model is capable of reproducing satisfactorily both the influence of the excavation rate on the system response and the increment of the front displacements during front standstill.

2. Model definition

By following the approach proposed in [1] and [2], the excavation process is modelled as a reduction in the pressure applied on the tunnel front and the mechanical response of the front is summarized by employing the front characteristic curve, relating the average front displacements ($u_f$) and the average stress applied to the front ($\sigma_f$). According to [1] and [2], it is convenient to analyse the hydro/mechanical coupled response of the front by employing three non-dimensional variables: a non-dimensional generalized stress ($Q_f$), a non-dimensional generalized strain ($q_f$) and a non-dimensional time ($T$), defined as:

$$Q_f = \left(1 - \frac{\sigma_f}{\sigma_{f0}}\right) \frac{\sigma_{f0}}{S_u} \quad q_f = \frac{u_f}{S_u \sigma_{f0}} \quad T = \frac{kKt}{\gamma_w D^2}, \quad (1)$$

where $\sigma_{f0}$ is the initial value of $\sigma_f$, $S_u$ a suitably defined equivalent undrained strength for the system ([1]), $u_{fr,elu}$ the elastic residual (for $\sigma_f = 0$) displacement under undrained conditions ([2]), $t$ is the time, $k$ the soil permeability, $K$ the soil elastic volumetric stiffness, $\gamma_w$ the water unit weight and $D$ the tunnel diameter, respectively.

The 1D constitutive relationship conceived by the authors is formulated by employing $Q_f$, $q_f$ and $T$. For the sake of clarity, a rheological model schematizing the constitutive relationship is reported in Figure 1a. The model is divided in two main parts put in series: (i) the elastic spring and the plastic slider define the undrained response and (ii) the viscous damper in parallel with another elastic spring and another plastic slider define the increment in the front displacement induced by the dissipation of the excess pore water pressure.

Owing to the definition of $Q_f$ and $q_f$, the stiffness of the undrained elastic spring is equal to 1. To describe the undrained plastic response, the yield function ($f_u$) and the hardening rule are respectively defined as:
\[ f_u = Q_f - Q_{fu} \quad \dot{Q}_{fu} = \frac{q_{fu}^{pl}}{e^{Q_f/a_u - 1} - 1} \quad (2) \]

where \( Q_{fu} \) is the hardening variable, \( a_u \) a constitutive parameter and dots represent the derivative with respect to \( T \). \( a_u \) is calibrated on the undrained \( (T = 0) \) numerical results ([2]). The initial \( Q_{fu} \) value is assumed equal to \( a_u \) ([1]).

In the lower in parallel part of the rheological model, the (total) generalized stress \( Q_f \) is sub-divided in two parts: \( Q' \) acts the spring and on the slider, whereas \( U \) acts on the damper. The stiffness of the drained elastic spring \( K_{el}^d \) is calculated from the drained numerical results of [1]. The yield function \( f_d \) and the hardening rule are respectively defined as:

\[ f_d = Q'_f - Q_{fd} \quad \dot{Q}_{fd} = a_d \left( \frac{Q_L - Q_{fd}}{Q_L} \right) q_{fd}^{pl} + b_d q_{fu}^{pl} \quad (3) \]

where \( Q_{fd} \) is the hardening variable, \( Q_L, a_d \) and \( b_d \) are constitutive parameters: \( Q_L \) represent the limit load of the system under drained conditions ([1]), whereas \( a_d \) and \( b_d \) are calibrated on the drained \( (T \rightarrow +\infty) \) numerical results of [1]. The initial \( Q_{fd} \) value is obtained from the numerical results of [1]. The viscous damper constitutive relationship is defined:

\[ U = \eta q_{fd}^{pl} \quad (4) \]

where parameter \( \eta \) is calibrated on a numerical “partially drained” characteristic curve ([1]).

The model is capable of reproducing both (i) the front response for different unloading rates (in Figure 1b the FEM characteristic curves are compared with the ones obtained with the ME) and (ii) a stable \( (Q_f < Q_L) \) front standstill and an unstable \( (Q_f > Q_L) \) front standstill (Figure 1c).

![Figure 1. a) Rheological model, b) comparison between the numerical (FEM) and the macroelement (ME) front characteristic curve and c) stable and unstable front standstill](image)

### 3. Concluding remarks

In this paper the authors present a new generalized strain hardening constitutive relationship to reproduce the hydro/mechanical coupled response of deep tunnel fronts in cohesive soils. The constitutive relationship parameters are calibrated on FEM numerical results and the agreement is very satisfactory.
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1. Introduction

In this work the excavation of a tunnel with an EPB shield is simulated in an Eulerian framework: the tunnelling machine is fixed in space, while the soil flows around and through it. The excavation advance is simulated as a continuous process, with the face support pressure constantly applied at the machine head, as opposed to the commonly employed step-by-step approach in which a slice of elements ahead of the shield is removed at each analysis increment. The back of the pressure chamber is also an eulerian boundary, through which the soil can flow out of the FE domain. Different excavation regimes can be simulated by varying the mass outflow of soil through this boundary and the advance speed of the excavation, hence different face support pressures are obtained as an output of the analyses.

The analyses are carried out using the Arbitrary Lagrangian-Eulerian (ALE) method [1] implemented in the Abaqus FE program; this allows the material to move independently of the nodes, which in turn are moved in order to reduce mesh distortion and capture the highest solution gradients. The results obtained with the proposed method are compared qualitatively with the experimental data of a small-scale model of tunnel excavation in sand set up at the ENTPE in Lyon [2]. Given the high computational cost and the scarce scalability of the ALE implementation in Abaqus, parametric analyses were only carried out in plane strain, for a longitudinal section of the problem.

2. Numerical models and results

Figure 1 shows a scheme of the plane strain model used for parametric analyses. As stationary conditions are sought, excavation of in an infinite domain is simulated by allowing the soil to flow into and out of the sides of the mesh, located far from the excavation head. A constant velocity is prescribed at the right inflow boundary, to simulate the advancement of the shield, while constant pressure is applied at the opposite outflow boundary. Under-, over- or balanced excavation conditions are obtained by changing the outflow velocity inside the shield, corresponding to a mass flow 10% larger, 10% smaller or equal to the nominal excavation rate, respectively. The EPB shield is modelled as an analytical surface; a no-penetration, perfectly smooth contact is enforced with the surrounding soil. A simple linear elastic-perfectly plastic material law with a Mohr-Coulomb yield surface is used for the sand.

The 3D model aims at reproducing the experimental results obtained at the ENTPE. The initial configuration of the mesh is depicted in Figure 2. In this case the front and the rear sides of the mesh are lagrangian boundaries, i.e. they cannot be crossed by the soil, representing the walls of the steel box in which the excavation is carried out.

For the plane strain analyses, Figure 3 shows settlements of the soil surface, normalised with respect to the maximum settlement obtained in the balanced case. As expected, the settlements predicted for over-excavation are always larger than for balanced conditions. On the contrary, for under-excavation the settlement profile exhibits some uplift ahead of the tunnel face and smaller settlements up to 1D behind it. The same settlements as for the balanced excavation case are recovered at further distance; this is possibly due to large tensile strains developing at the soil surface behind the head of the EPB shield for large applied face pressure, as observed in [3].
The predicted longitudinal settlement trough in the 3D model is plotted in Figure 4 and compared with the measurements of the experiment. The numerical results agree fairly with the experimental data, especially in the early stages of the test. After approximately half of the maximum excavation advancement, the numerical longitudinal trough is shifted upwards as heave develops progressively ahead of the excavation face. Consequently, the settlements in the transverse monitoring sections are underpredicted by as much as 70%. This might be ascribed to the concurrent effect of the front boundary and of the simple linear elastic-perfectly plastic constitutive model used for the soil.
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Significance of an early detection for un-usual events or happenings in tunnels, which could lead to bigger secondary disasters, has been grown up to dates. Therefore, CCTVs have been installed in tunnels and automatic detection systems on the CCTVs have been operated in a part of the tunnel sites with the CCTVs. Despite of this, it is noticed that current algorithm-based incident detection systems under operation show very low detectable rates by less than 50%. The putative major reasons seem to be (1) very weak intensity of illumination (2) dust in tunnel (3) limited installation height of CCTV to about 3.5m, etc. Therefore, an attempt in this study is made to develop an AI deep-learning based tunnel incident detection system, which is relatively insensitive to very poor tunnel conditions. A Faster R-CNN as a deep-learning algorithm is adopted for a tunnel video incident detection system (Shin et. al., 2017).

According to the Korean hazard mitigation guideline (MOLIT, 2016), automatic tunnel incident detection system must detect 4 events taking place in tunnel as shown Fig 1. Its theoretical background is given and validation tests for object detection are undertaken on the 3 target object classes such as car, person and fire to be detected. The detected object ‘car’, which means we obtain the position and size of the ‘car’ object, is used for calculating a moving vector of the car with the position inferred on the previous image frame. Then the critical events on the car, collision or stop, and reverse driving are easily determined by the moving vector.

Faster R-CNN is not logic-based algorithm but an AI based trainable model (Ren et. al., 2016). In order to detect 3 target object classes such as car, person and fire, the Faster R-CNN must train a dataset composed of pairs of an image with object(s) and corresponding a label file in which there are text line(s) being defined by coordinates of bound box of the object(s) and event class(es) such as ‘car’, ‘person’, etc. shown in Fig 1. Then the trained model can be used for detecting object(s) and corresponding event class(es) on CCTV images in real time. Those processes are shown in Fig 2.

![Fig 1. Incidents in tunnel to be detected officially due to the Korean hazard mitigation guideline](image)

(a) Collision or Stop (b) Person (c) Fire (d) Reverse Driving
For validation of the suggested system with a set of real CCTV images, two validation models for (1) ‘car’ and ‘person’ detection and (2) ‘fire’ detection, were separately set up because there were no video images available containing all the events on the same image. Also, ‘fire’ event shows an image feature similar to other vehicle head/tail lights and other electric lights in tunnels. But the both features, ‘fire’ and other vehicle/electric lights, should be clearly separated in automatic object detection.

In validation model for ‘car’ and ‘person’ detection, two scenarios are set up: (1) training and prediction in the same tunnel (2) training in a tunnel and prediction in the other tunnel. From the both cases, targeted object detection in prediction mode are well achieved to detectable rate to higher than 90% in case of similar time period between training and prediction but it shows a bit low detectable rate to 40%.

For validation on ‘fire’ detection, a dataset of ‘fire’ only images without any other electric light was used for training and validation of the trained model. The trained model with ‘fire’ objects showed almost perfect inference capacity to 100% accuracy even for untrained ‘fire’ images. However, when another image dataset consisting of ‘fire’ as well as other many vehicle/electric lights was used for training of ‘fire’ objects only and validation, many of electric lights were detected as ‘fire’ objects which are wrong detection. It means that the trained model with only ‘fire’ objects is hard to separate light objects similar to ‘fire’ in image. Therefore, a new attempt was taken for defining the ‘lights’ as a target object which have then been trained with ‘fire’ objects. The result show a great enhancement in detection of ‘fire’ to 85% accuracy in detection of un-trained ‘fire’ objects. This validation test indicates that extra definition of similar ‘objects’, which however should be separated, could greatly assist enhancement of detection for the target object. And also it is believed that the AI based system would enhance its predictability automatically as further training are followed with accumulated CCTV BigData without any revision or calibration of the incident detection system.
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1. Introduction

The numerical simulations of piezocone soil penetration tests are generally challenging due to large deformations, the complex constitutive behavior of soils, various drainage conditions and soil-penetrometer contact interactions. Most prior research on cone penetration using large deformation finite element method has usually been limited to simplified assumptions on drainage conditions and constitutive behavior. This research focuses on the piezocone penetration tests in soft soils over a range of steady penetration velocities (considering the effects of partial drainage) and a methodology for performing realistic numerical simulations of large deformation, quasi-static soil penetration using advanced effective stress soil models.

2. Methodology

Following earlier work by Hu & Randolph (1998), we propose a finite element (FE) analysis procedure using automated remeshing and solution mapping through a Python scripting interface within a commercial FE solver (Abaqus/Standard) in order to simulate quasi-static piezocone penetration using advanced effective stress soil models. The numerical analysis consists of a series of conventional Largangian Finite Element analysis steps, followed by a complete remeshing of the domain and the interpolation of the solution variables (stresses, pore pressures, state variables, etc.) from the previous mesh. The accuracy of the analysis depends on the success of the interpolation employed to map the solution variables (Fig. 1). This is especially important for complex constitutive soil models with history-dependent state variables.

The main FE model represents a standard piezocone (R = 1.78cm) moving vertically at specified displacement rate, v, within a homogenous element of soil (0.5m high with radius 0.5m; i.e., z/R = 28 = r/R). The model simulates a calibration chamber configuration (i.e., uniform initial stress state) with an initial vertical effective stress, \(\sigma'_v = 100\text{kPa}\) applied as a surcharge at the top surface and \(K_0\) conditions (controlled by stress history). The far boundaries (lateral and base) are free draining (zero excess pore pressures), while the top surface is assumed to be impermeable. The current analyses assume smooth, frictionless contact between the penetrometer and the soil (\(\delta = 0^\circ\)). The penetrometer is specified as a rigid shell with a rounded tip geometry which approximates the simple pile geometry (Aubeny, 1992).

3. Main Results

The penetration resistance for a piezocone device is analyzed using two elasto-plastic soil models (MCC, MIT-E3) and the recent elasto-viscoplastic soil model capable of describing a rate dependent behavior. The predictions of piezocone penetration using the proposed FE analyses are evaluated through comparison (Fig. 2) with undrained steady state analytical solutions obtained from the Strain Path Method (Aubeny, 1992) and the field measurements from South Boston (Ladd, 1999).

Partial drainage effects are readily simulated in the proposed FE analyses by varying either the penetration rate, hydraulic conductivity or size of the cone. Results in Figure 3 show typical predictions of normalized penetration tip resistance (in the calibration chamber model) using the MCC soil model for normally consolidated BBC at penetration rates varying from \(4 \times 10^{-6} \text{ – } 200\text{cm/s.}\)
Each simulation was conducted to a minimum penetration depth, $z/R = 5$ with at least 50 automated re-meshing steps.

The proposed large deformation effective stress penetration analyses provide a framework that can be used to investigate the effects of partial drainage that occurs in piezocone penetration tests for soils of intermediate permeability and the effects of strain rate and stress history in undrained penetration for low permeability clays.

![Figure 1: Proposed Procedure - Solution Mapping Example](image1)

![Figure 2. Evaluation of FE predictions of undrained penetration resistance in BBC](image2)

![Figure 3. Effect of penetration rate on computed penetration resistance using MCC soil model](image3)
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1. Introduction

Flat dilatometer (DMT) and cone penetration (CPTU) tests are frequently used to assess certain geotechnical parameters of subsoil in the course of designing foundation systems for a wide class of engineering structures. However, parameters deduced from these tests are usually sufficient to calibrate simplest subsoil models i.e. elastic ones or at best elasto-plastic in which, behaviour, within the strength envelope, remains linear elastic. In the modern designing of advanced engineering structures (deep excavations, high buildings etc.) it is usually impossible to neglect soil-structure interaction that can efficiently be analyzed with aid of FE software and advanced soil models implemented there. The Hardening Soil (HS) [1, 2] is one of the most efficient soil models in the aforementioned domain. Moreover, its parameters can fully be determined based on properly designed laboratory tests ie. tri-axial CD test (including measurement of shear wave velocity) and oedometer test. Using field test results (DMT and/or CPTU) and artificial neural networks (ANN) trained on the numerically generated DMT and/or CPTU tests to estimate certain HS model parameters (those describing the stiffness are of the major interest), is the main goal of our current research. The idea of using ANN’s trained on numerical models of self boring pressuremeter and CPTU field tests, for class of normally consolidated or lightly overconsolidated cohesive soils, to predict Modified Cam-Clay model parameters has been successfully verified by Obrzud et al.[3, 4, 5] . The present study is the first step in this direction and we focus our attention on the initial stress disturbance during DMT blade insertion, and relation between $p_o$ and $p_1$ readings and membrane deflection, in a normally consolidated sand, described with aid of the HS constitutive model.

2. 3D model of DMT test in sand

Problem of the DMT blade insertion into cohesionless subsoil and then membrane inflation to obtain numerical $p_o$ and $p_1$ readings is solved with aid of the large strain Updated Lagrangian (UL) FE formulation (8 node F-bar elements are used), following the work by Rodriguez-Ferran et al. [6], and large deformation node-to-segment contact approach after Parisch et al.[7], implemented by the first author in the custom version of ZSoil software. The 3D model of the test is shown in the figure. It is pretty obvious that UL formulation in conjunction with finite elements is not optimal for solving this class of problems. However, with aid of a simple numerical trick, shown in the figure, problems with high mesh distortion can easily be canceled. To reduce size of the numerical model we assume that two symmetry planes exist and on external boundaries of the FE mesh infinite elements are added to simulate unbounded domain. In the analyzed domain body forces are neglected while the initial vertical stress is equal to 100 kPa and initial stress parameter $K_o = 0.5$. HS model parameters used in the simulation are: $E_{ur}^{ref} = 100000$ kPa, $m = 0.5$, $E_{soil}^{ref} = 33000$ kPa, $E_{med}^{ref} = 33000$ kPa, $\phi = 30^\circ$, $\psi = 5^\circ$, $\sigma^{ref} = 100$ kPa and OCR = 1. In this simulation stiffness stress dependency in the HS model is driven by the mean stress $\bar{\sigma}$ rather than $\sigma_3$. Hence the in situ unloading-reloading stiffness modulus $E_{ur} = E_{ur}^{ref} (p/\sigma^{ref})^{m} \approx 81650$ kPa. After inserting the blade at depth 25 cm (to cancel boundary effects and reach steady state) the membrane is incrementally loaded by the internal pressure to reach 1.1mm of deflection. The resulting $p_o = 300$ kPa while $p_1 = 2100$ kPa. Basing on these values one may compute DMT parameters $I_D \approx 6$, $K_D \approx 3$, $E_D \approx 62500$ kPa and $M_{DMT} \approx 90000$ kPa. In the course of inserting the blade strong preconsolidation effect is observed therefore basing on the $M_{DMT}$
modulus one may easily derive the current $E_{ur} \approx 0.9 \times 90000 = 81000$ kPa. This shows an excellent agreement between assumed and interpreted values of the $E_{ur}$ modulus.

![Image](image_url)

Figure 1. FE model with auxiliary contact zone (initial configuration)

3. Conclusions

Result of the DMT test simulation in the cohesionless soil shows a significant preconsolidation effect observed in the stage of blade insertion. In the context of the HS model parameter identification this is not a drawback, but rather a benefit, as the volumetric plastic mechanism becomes inactive and $E_{ur}$ modulus can directly be determined. It has to be mentioned that in the in situ conditions OCR=1 hence shear and volumetric mechanisms are both active.
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NUMERICAL MODELLING OF AN ANCHOR LOAD TEST - INFLUENCE OF THE GROUT
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1. Introduction

Although the bearing capacity of ground anchors mainly depends on the mechanical behaviour of the surrounding soil, details of construction of the anchor may also play a significant role. In this respect, two aspects are investigated in this study: the influence of the pressure grouted body at the fixed length and the behaviour of the so-called free length. Numerical simulations of pressure and gravity grouting were performed as well as simulations with and without the introduction of the grout at the free length. The results are compared against field measurements performed during an anchor pull-out test.

2. Description of the pull-out test and numerical simulations

The pull-out test was performed by Keller Grundbau in St. Kanzi an, Austria, in December 2017. The free length was 12 m long and the fixed length 8 m. The anchor was pressure grouted at the fixed length and 6 strands were employed. The displacements of the head of the tendon were monitored, allowing the assessment of the load-displacement behaviour of the structure. The anchor was vertically installed and post-grouted. The soil, locally known as “Seeton”, is a clayey silt of low plasticity. Laboratory and in-situ investigations, such as oedometer test, direct shear test and seismic dilatometer test, were performed in order to determine the soil properties. Due to the vertical anchor geometry, the model was axisymmetric. Three different numerical simulations were performed:

- With grout at the free length and fixed length pressure grouted (simulation 1 – S1);
- No grout at the free length and fixed length pressure grouted (simulation 2 – S2);
- With grout at the free length and fixed length gravity grouted (simulation 3 – S3).

The actual configuration employed in-situ was the first one. The other two enable the evaluation of the contribution from the pressuring procedure and from the grout application at the free length. The geometry is presented in Figure 1.

![Figure 1. Model geometry: a) Full geometry; b) anchor detail (S1 and S3) and c) anchor detail (S2)](image-url)
The pressure grouting effect was taken into account by an increase of the lateral stress in the ground, i.e. an increase of the coefficient of lateral earth pressure \(K_0 = 1\). The tendon was modelled only in the fixed length and a gap was introduced between the axis of symmetry and the grout in the free length. The tendon was simulated as a linear elastic material, the grout was modelled with a nonlinear constitutive model, originally developed for modelling the behaviour of shotcrete (Schädlich and Schweiger, 2014). This model allows post-peak softening in compression and tension and therefore the development of cracks in the grout can be captured. For the soil the Hardening Soil model with small strain stiffness as implemented in the finite element code Plaxis 2D (Brinkgreve et al., 2016) was employed.

3. Results and conclusions

The load-displacement curves obtained numerically and in-situ are shown in Figure 2. The displacements considered are on top of the tendon, at the fixed length.

As expected, the best agreement was achieved with simulation S1. Although the in-situ measurement showed higher load values at the end of the test, at about 1100 kN the “creep”, conventionally taken as a measure for ultimate capacity, was larger than 2 mm. If no grout was considered in the free length (S2), the ultimate load decreased substantially and the load-displacement behaviour was softer. This configuration reflects conventional design, where it is assumed that there is no load transfer into the soil in the free length although it is very often also grouted in order to provide protection against corrosion. However, the numerical results clearly showed that significant load may be transferred into the ground in the free length. If the anchor is gravity grouted in the fixed length (S3), i.e. no increase of \(K_0\) is assumed in the numerical model, the behaviour at the beginning is similar to “S1” but the ultimate capacity is close to “S2”. For this reason, in this particular case the grout in the free length would compensate roughly for not pressure grouting the fixed length.

4. References


Urban tunneling is increasing all over the world. However, tunnel excavations inevitably cause ground deformations and may affect existing structures. Numerical and experimental studies on the settlement of existing structure caused by tunneling have been done, and it is clarified that large settlement and rotation occur at the position of the structure [1][2]. In the present study, following the previous studies, effective method to prevent and/or reduce the settlement and rotation of the structure is discussed based on 2D finite element analyses and model tests. In the analyses the Subloading $t_{ij}$ model [3] is used as the constitutive model of geomaterials. In the model tests aluminum rod mass is used as the ground material. Layout of these numerical simulations and model tests are the same as the previous ones. As the countermeasure, sheet pile is installed from the ground surface between the existing structure and the tunnel. Effective position, length, stiffness and skin friction are investigated.

The circular tunneling device with a diameter of $B=10\text{cm}$, which is moveable with the ground deformation, is used in the experiments (see Fig. 1). Pile foundation is set up near tunnel, and constant dead load, which is about 1/3 of the ultimate bearing capacity, is applied at the center of the foundation before tunnel excavation. Since steel sheet pile is assumed as a countermeasure work in practice, aluminum plate with a thickness of 0.5mm is used in the model tests, considering the similarity ratio with prototype. Excavation is done with the shrinkage of the tunnel $d_{r}=4.0 \text{mm}$. The horizontal separation between the structure and the plate is denoted by $S_{p}$, and the penetration length of the plate is denoted by $S_{d}$. The depth of tunnel is $D=2.0B$ and the horizontal separation $S_{t}=0.5B$ between the structure and tunnel is constant in every case. The model tests are performed under different values of $S_{d}$. The corresponding analyses are carried out in the same condition as the tests.

Fig. 2 shows the computed deformations of the ground with and without the plate ($S_{p}=0.2B$; pile length $L=200 \text{mm}$). Fig. 3 shows the observed and computed deviatoric strain distributions in the ground for the cases with and without the plate, when the tunnel shrinkage $d_{r}=4.0\text{mm}$ is applied. Deviatoric strains are generated from the vicinity of the invert to the pile tips in the case of no-countermeasure. However, in the case where the plate (penetration length $S_{d}=3.5B$) is used, large deviatoric strain occurs right side of the plate and does not reach the pile tips.
Fig. 4 shows the computed and observed surface settlements for the case with countermeasure when $d_t = 1.0\text{mm}$ and $4.0\text{mm}$ are applied. Although the computed results over predict the settlement of right side of the plate (above the tunnel) in $d_t = 4.0\text{mm}$, the settlement of the foundation does not increase much with increase of tunnel shrinkage. Although figures are not shown here, the plate which length is not deeper than the tunnel invert is not effective.

The results of numerical simulations, in which mechanical behavior of geomaterials, stiffness of structure and sheet pile and skin friction of sheet pile are properly taken into account, have good agreements with those of model tests.
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